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Most primary organic-particulate emissions are semivolatile; thus, they partially evaporate with
atmospheric dilution, creating substantial amounts of low-volatility gas-phase material. Laboratory
experiments show that photo-oxidation of diesel emissions rapidly generates organic aerosol,
greatly exceeding the contribution from known secondary organic-aerosol precursors. We attribute
this unexplained secondary organic-aerosol production to the oxidation of low-volatility gas-phase
species. Accounting for partitioning and photochemical processing of primary emissions creates
a more regionally distributed aerosol and brings model predictions into better agreement with
observations. Controlling organic particulate-matter concentrations will require substantial
changes in the approaches that are currently used to measure and regulate emissions.

Airborne particles pose serious health risks
and have a controlling influence on
Earth’s climate. Organic aerosol (OA) is

a major component of fine-particle mass through-
out the atmosphere (1). OA comprises primary
organic aerosol (POA, particle mass directly emit-
ted from sources such as motor vehicles and
forest fires) and secondary organic aerosol (SOA,
particle mass formed in the atmosphere from the
oxidation of gas-phase precursors) (1). The
relative contribution of POA and SOA to the
overall OA budget remains controversial. Re-
search using individual organic compounds to es-
timate POA (2, 3), organic-to-elemental C ratios
to estimate SOA (4, 5), and atmospheric chem-
istry models (6, 7) indicates that POA dominates
the urban OA budget. However, recent field mea-
surements indicate SOA dominance, even in heav-
ily urbanized areas, that cannot be explained by
the oxidation of known SOA precursors (8–10).
The persistent discrepancies between measured
OA concentrations and predictions of atmo-
spheric chemistry models underscore the sub-
stantial uncertainty regarding the sources of OA
(6, 11, 12).

Combining laboratory, field, and modeling
results, we propose two major amendments to
the current OA conceptual framework: (i) account-
ing for gas-particle partitioning of POA and (ii)
explicitly representing gas-phase oxidation of all
low-volatility vapors in current SOA-production
mechanisms. This replaces the current static rep-
resentation of POA emissions with a far more
dynamic picture in which low-volatility material
evaporates, oxidizes, and recondenses over time.
This paper presents experimental results sup-
porting this revised framework, first showing that
primary emissions indeed evaporate substantially

upon dilution to ambient conditions and then
showing that photo-oxidation of those vapors in a
smog chamber produces SOA far exceeding that
from traditional precursors. Finally, we imple-
ment these amendments in a chemical transport
model to illustrate their implications for our
understanding of OA in the atmosphere.

Sources emit thousands of organic com-
pounds, ranging from CH4 to species with 30-
or-more C atoms (13–15). The amount of POA
depends on the gas-particle partitioning of this
complex mixture (16, 17). However, emission
inventories and models treat POA as nonvolatile,
implicitly assuming that standard emissions tests
represent the full range of atmospheric condi-
tions. This is wrong (17). To illustrate the semi-
volatile character of POA, Fig. 1 presents a
compilation of diesel exhaust data measured at
different levels of dilution, extending from con-
ventional emissions sampling to typical atmo-
spheric conditions. The POA emission factor (EF)
decreases with increasing dilution because of the
evaporation of semivolatile organic compounds
(SVOCs) (17). This evaporation causes POA con-
centrations to decrease considerably more than
does dispersion alone. Furthermore, the data fol-
low well-established partitioning theory (17, 18),
indicating that POA levels also vary with tem-
perature. This dynamic picture complicates the
definition of POA and underscores the need for
our first amendment to the current OA concep-
tual framework: explicit treatment of gas-particle
partitioning of primary emissions.

Partitioning depends on the volatility dis-
tribution of the emissions. Figure 1B shows the

Fig. 1. Partitioning data and
volatility distribution of die-
sel POA measured at 300 K.
The circles in (A) indicate
POA EF data from previously
published dilution-sampler
measurements (21) and new
results obtained at higher
levels of dilution. The data
are plotted as a function of
OA concentration (COA), fol-
lowing the principles of
partitioning theory (17, 18).
The values are normalized by
the traditional POA EF, mea-
sured by means of a quartz
filter at low levels of dilution.
The results show substantial
evaporation of POA with
decreasing COA and that only
a quarter of the traditionally
defined POA exists in the
particle phase at atmospher-
ically relevant COA. The curve
shows a fit based on absorp-
tive partitioning (19), along
with a 95% confidence in-
terval (CI). The red bars in
(B) are the volatility distribu-
tion determined by this fit
(19), plotted in terms of C*
(related to effective satura-
tion vapor pressure). These bars reveal the volatility distribution of traditionally defined nonvolatile POA
emissions and therefore sum to one (S bars = 1) (19). The hatched bars show an assumed volatility distribution
of additional IVOC emissions estimated from other data (13–15, 19) that indicate that IVOCs contribute one to
three times the POA emissions (here, we assume 1.5 times) (19). Secondary axes show un-normalized fuel-
based EFs and levels of dilution for our experiments.
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volatility distribution for diesel exhaust at 300 K.
It is presented in terms of lumped species that
span a volatility basis set of effective saturation
concentrations (C*), allowing a physically mean-
ingful treatment of partitioning for all organics
(18). Conceptually, a volatility distribution can
be constructed from speciated emissions data by
lumping species with similar saturation vapor pres-
sures. However, this is not possible because less
than 10% of the condensed and semivolatile
mass has been speciated (13–15). We deter-
mined the distribution in Fig. 1B by fitting iso-
thermal dilution data with absorptive partitioning
theory (19), as done in well-established analyses
of SOA data (20).

The distribution shown in Fig. 1B comprises
emissions of all organics less volatile than ap-
proximately a C12 n-alkane, covering the range
of material that can change phase between the
high-temperature conditions at the end of the
exhaust pipe and the cool, highly dilute ambient

atmosphere. Based on partitioning at typical at-
mospheric conditions, this distribution includes
“nonvolatile” (C* < 0.1 mg m−3), “semivolatile”
(SVOC; 0.1 mg m−3 < C* < 1000 mg m−3), and
“intermediate-volatility” (IVOC; 1000 mg m−3 <
C* < 100,000 mgm−3) organic compounds. Even
more volatile species dominate the overall emis-
sions of reduced organic C (13–15); however,
these species are largely accounted for in models,
either as part of ozone chemistry mechanisms or
as traditional SOA precursors.

The red bars in Fig. 1B show the volatility
distribution of the traditionally defined POA emis-
sions that are currently treated as nonvolatile in
models and inventories. The majority of these
emissions have a C* > 100 mg m−3 and there-
fore exist largely in the gas phase at typical atmo-
spheric conditions. Some of the emissions are
misclassified as POA because dilution-sampler
measurements are typically conducted at un-
realistically high concentrations, which biases

gas-particle partitioning relative to much more
dilute atmospheric conditions (17, 21).

Most of the emissions shown in Fig. 1B are
vapors in the atmosphere, but given their low
volatility, they may be important SOA precur-
sors. The first several generations of oxidation
typically produce compounds with lowered va-
por pressures (19, 22). Low-volatility vapors
should also produce SOA much more efficiently
than the traditional high-volatility SOA precur-
sors (such as monoterpenes and light aromatics)
that are thought to dominate ambient SOA pro-
duction (6, 7, 23). Figure 1B indicates that the
aggregate emissions of low-volatility vapors are
substantial compared with the POA emissions.
However, these vapors are largely uncharacter-
ized, instead appearing as an unresolved complex
mixture of presumably branched aliphatic and
cyclic hydrocarbons (13, 14).

To investigate this hypothesis, diluted diesel
exhaust was exposed to ultraviolet (UV) light
inside our environmental chamber at initial aero-
sol loadings near typical ambient conditions (19).
The evolution of both the gas and the particle
phase was monitored. Typical results are shown
in Fig. 2. UV illumination initiated photochem-
istry, which caused an initial burst of SOA forma-
tion, followed by steady production through the
remainder of the experiment. After 3 hours of
aging, SOA has almost doubled the initial aero-
sol mass. Approximately half of the trimethyl-
benzene was oxidized over the course of the
experiment, indicating roughly one generation
of processing and ~2 × 106 molecules cm−3 of
OH, which is typical of a summer day (24).

We examined the potential contribution of
traditional-SOA precursors empirically by
spiking the chamber with additional aromatics.
Adding enough toluene to roughly double the
potential SOA production from the measured
aromatics caused only a slight inflection in the
aerosol-mass time series. Oxidation of tradition-
al precursors can thus explain only a small frac-
tion of the SOA formed in the chamber.

We also calculated the traditional SOA pro-
duction using measured precursor consumption
and published SOAyield curves (19). Our model
accounts for 58 SOA precursors, but ~90% of
the calculated SOA production is from the mea-
sured decay of light aromatics, such as toluene.
Initial concentrations of these species were at
most a few parts per billion by volume. The
calculation is complicated by losses of particles
and vapor to the wall of the environmental cham-
ber (19). Our maximum estimate of the contribu-
tion of SOA from the oxidation of known
precursors is shown in Fig. 2A. It indicates that
traditional SOA contributes at most 15% of the
new aerosol, we hypothesize that the majority of
the substantial unexplained SOA production is
due to the oxidation of low-volatility gas-phase
species—our second amendment to the current
OA conceptual framework.

SVOC and IVOC vapors constitute a poten-
tially large source of SOA. Their mass emission

Fig. 2. Results from the photochemical oxidation of diesel exhaust in an environmental chamber. (A)
The wall-loss–corrected aerosol mass, measured with a scanning mobility particle sizer, assuming a
density of 1 g cm−3. The wall-loss correction is based on measured loss of the particle number,
accounting for the effects of coagulation, and it assumes that semivolatile vapors are in equilibrium
with both the suspended aerosol and the material deposited on the wall during the experiment (19).
The gray area indicates the primary aerosol (POA + other species). The red area shows the upper-bound
estimate of the contribution of known SOA precursors to the suspended aerosol mass (19). We attribute
the blue area to SOA formed from SVOC and/or IVOC oxidation. AMS results are shown in (B) to (D).
The AMS OA spectrum can be described by two components: the initial diesel spectrum (diesel OA) and
an oxidized residual spectrum (residual OA). The relative contribution of these two components to the
overall OA spectrum is shown in (B). The spectra of these two components are compared to reference
spectra obtained from factor analysis of ambient AMS data in (C) and (D). The spectrum of the diesel OA
component is quite similar to the hydrocarbonlike OA (HOA) factor (8, 9). By the end of the experiment,
the spectrum of the oxidized residual OA component is quite similar to that of the OOA factor (8, 9). The
solid line in (B) indicates the fractional contribution of POA to the suspended OA, based on the initial
particle mass and the wall-loss rate and analogous to the results shown in (A). The excellent agreement
between this line and the relative contribution of the two AMS components indicates that these two
independent approaches yield the same estimate of SOA. m/z, mass/charge ratio.
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rate is several times that of condensed-phase com-
pounds (Fig. 1B) (19); therefore, SOA produced
from the oxidation of these vapors will probably
exceed the POA emissions. These vapors also
oxidize on atmospherically relevant time scales.
Large saturated organics have OH rate constants
on the order of 3 × 10−11 cm3 per molecule s−1

(25) and therefore will undergo one generation of
oxidation every 4 hours at typical summertime

OH levels. Winter OH levels are three to five
times lower (26), resulting in slower but still
significant processing over multiday time scales
associated with regional transport. Finally, the
total non-CH4 hydrocarbon burden in urban
environments can exceed 1000 mg m−3 (27), as
compared to typical OA concentrations of less
than 10 mg m−3. Therefore, even at only a few
percent of the total hydrocarbon budget, SVOC

and IVOC vapors could be an important source of
ambient OA.

The particle composition during our cham-
ber experiments was characterized with an
Aerodyne aerosol mass spectrometer (AMS).
The measured OA mass spectra can be de-
scribed as a combination of two components
(19): (i) diesel OA, whose spectrum is the same
as that of the fresh primary emissions (Fig. 2D),
and (ii) an oxidized residual that becomes
progressively more oxidized during the experi-
ment. By the end of the experiment, the
oxidized residual is quite similar to the oxy-
genated OA (OOA) factor that often dominates
ambient OA levels in Pittsburgh, Pennsylvania,
and elsewhere (8, 9). This oxidized residual
does not look like the mass spectra of SOA
formed from aromatics (28), confirming that
traditional precursors are a minor source of
SOA in these experiments. Figure 2B shows that
the relative contribution of these two mass-
spectrum components evolves over time. This
evolution matches the independent estimate of
the primary-secondary split, based on the
measured wall loss. Therefore, the relative
contribution of the oxidized residual spectrum
provides a good estimate of SOA, supporting
the conclusion drawn from ambient AMS data
that SOA dominates the ambient OA burden
(8, 9).

To investigate the implications of our two
major amendments, we used a three-dimensional
chemical transport model, PMCAMx, to simu-
late pollutant concentrations across the eastern
half of the United States (19). The model was
modified to account for the volatility distribution
and gas-particle partitioning of POA and to more
explicitly represent SOA production from the oxi-
dation of IVOC and/or SVOC vapors by means
of a framework that is consistent with our ex-
perimental data (19).

Figure 3 presents maps of ground-level OA
concentrations from four simulations. The tradi-
tional model with nonvolatile POA (Fig. 3A)
predicts high POA concentrations (>3 mg m−3)
in heavily urbanized areas and substantial urban-
to-regional concentration gradients. Allowing the
primary emissions to partition but not react
(Fig. 3B) dramatically reduces the POA levels
throughout the modeling domain, indicating that
the majority of the traditional POA emissions
are actually evaporated at ambient OA levels
(Fig. 1A). Photochemical aging of the SVOC
and IVOC vapors creates a considerable amount
of regional SOA (Fig. 3, C and D). If one ac-
counts only for partitioning and aging of the
existing POA emissions (Fig. 3C), the predicted
OA levels are lower than the traditional model.
Therefore, even with aging, evaporation of tradi-
tional POA reduces OA concentrations. The
most comprehensive simulation (Fig. 3D) adds
additional IVOC emissions to the model. This
creates large amounts of regional SOA. The net
result is that regional (but not urban) OA levels
exceed the traditional model.

Fig. 3. Maps of pre-
dicted ground-level OA
concentrations for four
PMCAMx simulations: (A)
a traditional model with
nonvolatile POA emissions
and (B to D) three simu-
lations that account for
the partitioning of primary
emissions—one assuming
nonreactive emissions and
two considering photo-
chemical aging. In (B),
the red bars in Fig. 1B
are used to represent the
volatility distribution of all
POA emissions, and the emissions are allowed to partition but not react; this results in substantial evaporation
of the POA (19). In (C) and (D), gas-phase primary emissions are also aged by OH (19). (C) shows the same
emissions scenario as (B), whereas (D) includes additional IVOC emissions by applying the entire volatility
distribution shown in Fig. 1B to the existing POA emissions (19). The explicit representation of photochemical
aging of IVOC and SVOC vapors used in (C) and (D) substantially increases the amount of anthropogenic SOA.
In the traditional model, the oxidation of low-volatility vapors contributes only 25% of anthropogenic SOA, as
compared to 85% in the revised model shown in (D). The balance of the anthropogenic SOA is from the
oxidation of aromatics, which contributes essentially the same amount of SOA on an absolute basis in all
simulations. The maps present averages over an 8-day period in July 2001 and show only a subset of the
modeling domain (19).
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Fig. 4. Predicted changes in the POA/SOA split and total OA between the current framework and the
revised model (results shown in Fig. 3, A and D). (A) and (B) show the ratio of SOA to total OA for the
two cases, respectively. (C) shows the ratio of the OA predictions for the two cases. (D) compares
average measured urban-to-regional OA ratios to model predictions for four large cities. The
measured ratios (yellow bars) are based on data from the U.S. EPA Speciation Trends Network. The
regional concentrations are estimated with the use of a site located upwind of the city. The predicted
ratios are based on the average OA concentrations for the grid cells in which the monitoring stations
are located. For all cities, the base-case model significantly overpredicts the urban-to-regional ratio,
whereas the revised model shows much better agreement. Balt, Baltimore, Maryland; NYC, New York
City, New York; Pgh, Pittsburgh, Pennsylvania; Phil, Philadelphia, Pennsylvania.
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The effects of our amendments on both the
POA/SOA split and the total OA burden are
shown in Fig. 4. The traditional model predicts
substantial contributions from POA, whereas the
revised model predicts that ambient OA is dom-
inated by SOA during the summer. Such a shift
is consistent with recent field measurements
indicating dominant contributions from SOA
(8–10) while remaining consistent with POA
estimates based on low-volatility tracers. In terms
of the overall OA budget, the revised model
decreases predicted OA in urban areas by as
much as 50% and increases it in many rural areas
by 15 to 30% (Fig. 4C), reducing the large urban-
to-regional gradients predicted by the traditional
model and resulting in considerably better
agreement with measured urban-to-regional OA
ratios (Fig. 4D).

This work has several implications for our
understanding of OA. The semivolatile character
of primary emissions requires that instead of mea-
suring fixed POA EFs, we must measure the
volatility distribution of the emissions. Models
and inventories must account for these distribu-
tions and their evolution with photochemical
age. Regulations and control technologies may
also need to be revised to control SVOC and
IVOC emissions because of their importance as
SOA precursors. The results also imply that,
except for people living close to sources, the
majority of the population (even in urban areas)
is exposed mostly to SOA. Ultimately, a rela-

tively local urban emissions problem is trans-
formed into a regional source of oxidized and
presumably hydrophilic OA. The health con-
sequences and climate effects of this oxidized
material are almost certainly dramatically differ-
ent from those of primary emissions.
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Anti-Hebbian Long-Term Potentiation
in the Hippocampal Feedback
Inhibitory Circuit
Karri P. Lamsa,1 Joost H. Heeroma,1 Peter Somogyi,2 Dmitri A. Rusakov,1 Dimitri M. Kullmann1*

Long-term potentiation (LTP), which approximates Hebb’s postulate of associative learning, typically
requires depolarization-dependent glutamate receptors of the NMDA (N-methyl-D-aspartate) subtype.
However, in some neurons, LTP depends instead on calcium-permeable AMPA-type receptors. This is
paradoxical because intracellular polyamines block such receptors during depolarization. We report that
LTP at synapses on hippocampal interneurons mediating feedback inhibition is “anti-Hebbian”: It is
induced by presynaptic activity but prevented by postsynaptic depolarization. Anti-Hebbian LTP may
occur in interneurons that are silent during periods of intense pyramidal cell firing, such as sharp
waves, and lead to their altered activation during theta activity.

Associative N-methyl-D-aspartate receptor
(NMDAR)–dependent LTP is induced
by coincident activity in afferent path-

ways sufficient to depolarize postsynaptic neu-
rons (1). However, the voltage dependence of
Ca2+-permeable a-amino-3-hydroxy-5-methyl-4-

isoxazolepropionic acid receptors (CP-AMPARs)
is opposite to that of NMDARs (2, 3). Because
CP-AMPARs are blocked by cytoplasmic poly-
amines upon depolarization (4, 5), maximal Ca2+

influx occurs when the membrane potential is rela-
tively negative. LTP dependent on CP-AMPARs
occurs in interneurons of the spinal cord and
amygdala (6, 7), but its postsynaptic voltage
dependence has not been explored. In hippocampal
interneurons, CP-AMPARs have been implicated
in long-term depression (8–10), and contribute to
synaptic Ca2+ transients, especially in the stratum

oriens/alveus (11). Many interneurons in the
oriens/alveus also show NMDAR-independent
LTP (12). We therefore looked for associative
LTP in these cells, while recording with the
gramicidin perforated patch technique to preserve
intracellular polyamines (13).

Stimulation of pyramidal cell axon collaterals
in the alveus evoked monosynaptic excitatory
postsynaptic potentials (EPSPs) subthreshold
for evoking action potentials. After recording a
baseline, we paired high-frequency burst (HFB)
stimulation (five pulses at 100 Hz, repeated 20
times) with stimulation of a second, supra-
threshold, alveus pathway. “In-phase” associa-
tive pairing (phase difference DF = 0°) failed to
elicit associative LTP in either pathway (n = 7;
Fig. 1, A and B). In a further set of experiments,
we alternately stimulated two weak pathways,
and then delivered HFBs to both pathways
antiphase (DF = 180°). This evoked a persistent
increase in EPSP initial slope in one or both
pathways in all cells (n = 7; Fig. 1, C and D).
LTP was elicited even when HFB stimuli were
delivered to only one weak pathway (n = 7;
Fig. 1, E and F). Thus, LTP at excitatory
synapses on interneurons in the oriens/alveus is
prevented by associative pairing, in direct
contrast to NMDAR-dependent LTP (1).

Can direct manipulation of the postsynaptic
membrane potential similarly gate LTP induc-
tion? We delivered HFBs to one pathway

1Institute of Neurology, University College London, Queen
Square, London WC1N 3BG, UK. 2Anatomical Neurophar-
macology Unit, Medical Research Council, Oxford Uni-
versity, Mansfield Road, Oxford OXI 3HT, UK.
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