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The American Association for the Advancement of Science (AAAS) is not about the advancement of science just for science’s sake. Rather, as indicated by the Association’s motto, “Advancing Science, Serving Society,” it is about advancing science in the context of a desire to improve the human condition. This mission necessarily entails attention to the social as well as natural sciences; attention to the embodiment of science in technology through engineering; and attention to the processes by which understandings from the natural sciences, the social sciences, and engineering influence—or fail to influence—public policy. All of these long-standing preoccupations of the AAAS are integral to the theme of the 2007 Annual Meeting and of this essay, “Science and Technology for Sustainable Well-Being.”

I begin my exploration of that theme with some premises and definitions relating to well-being and sustainability, before turning to a taxonomy of shortfalls in sustainable well-being and a rough quantification of those that are reflected in morbidity and mortality. I then address the status of five specific challenges in which science and technology (S&T) have particularly important roles to play: meeting the basic needs of the poor; managing the competition for the land, water, and terrestrial biota of the planet; maintaining the integrity of the oceans; mastering the energy-economy-environment dilemma; and moving toward a nuclear weapon-free world. I close with some thoughts on what more is needed in order to improve the pace of progress, including what the AAAS is doing and can do and what individual scientists and engineers can do.

Well-Being and Sustainability

Human well-being rests on a foundation of three pillars, the preservation and enhancement of all of which constitute the core responsibilities of society:

- **Economic conditions and processes**, such as production, employment, income, wealth, markets, trade, and the technologies that facilitate all of these;
- **Sociopolitical conditions and processes**, such as national and personal security, liberty, justice, the rule of law, education, health care, the pursuit of science and the arts, and other aspects of civil society and culture; and
- **Environmental conditions and processes**, including our planet’s air, water, soils, mineral resources, biota, and climate, and all of the natural and anthropogenic processes that affect them.

Arguments about which of the three pillars is “most important” are pointless, in part because each of the three is indispensable: Just as a three-legged stool falls down if any leg fails, so is human well-being dependent on the integrity of all three pillars.

The futility of attempts to strengthen any one of the pillars in ways that dangerously weaken one or both of the others is underlined by their interdependence. The economic system cannot function without inputs from the environmental system, nor can it function without elements of societal stability and order provided by the sociopolitical system. And societal stability itself cannot be maintained in the face of environmental disaster, as the effect of Hurricane Katrina on New Orleans demonstrated is true even in the most economically prosperous and technologically capable country in the world.

This understanding of the elements of well-being leads, when combined with the proposition that improvements in well-being are most meaningful if they can be sustained, to a set of definitions that embody the essence of the sustainable-well-being challenge (1):

- **Development** means improving the human condition in all of its aspects, not only economic but also sociopolitical and environmental;
- **Sustainable development** means doing so by means and to end points that are consistent with maintaining the improved conditions indefinitely; and
- **Sustainable well-being**, in my lexicon, entails pursuing sustainable development to achieve well-being where it is now most conspicuously absent, as well as converting to a sustainable basis the maintenance and expansion of well-being where it already exists but is being provided by unsustainable means.

Shortfalls

Persistent shortfalls in the pursuit of sustainable well-being are evident across a range of dimensions of the human condition, including (2):

- **Poverty**, afflicting not only the 2.5 billion people in the poorest countries who live on less than the equivalent of $2 per day, but also hundreds of millions in addition who have much more but still cannot afford many of the ingredients of a decent existence in the more prosperous settings in which they live;
- **Preventable disease**, which keeps infant and child mortality high and life expectancy low, especially in Africa but among the very poor everywhere;
- **Impoverishment of the environment**, manifesting progressive erosion of the environmental underpinnings of well-being in the qualities of air, water, soil, biota, and climate;
- **Pervasiveness of organized violence**, manifested in the well over 100 instances of armed conflict since World War II (nearly all of them in the South, with a total loss of life in the tens of millions), as well as in the global rise of terrorism;
- **Oppression of human rights** in other ways (for the preceding items are also forms of such oppression), denying human beings their dignity, their liberty, their personal security, and their possibilities for shaping their own destinies; and
- **Wastage of human potential**, resulting from all of the foregoing and the despair and apathy that accompany them, from shortfalls in education, and from the loss of cultural diversity.

Underlying these shortfalls is an array of driving forces and aggravating factors, among them:

- **Non-use, ineffective use, and misuse of S&T**, including misuses both intentional (as in the development and deployment of weapons of mass destruction) and inadvertent (as manifested in the side effects of broad-spectrum herbicides, pesticides, and antibiotics);
- **Maldistribution of consumption and investment**, where the maldistribution is of three kinds: between rich and poor as the beneficiaries of both consumption and investment; between military and civilian forms of consumption and investment (“too much for warfare, too little for welfare” (3)); and between the two activities themselves; i.e., between too
much consumption and too little investment;
- **Incompetence, mismanagement, and corruption**, which although sometimes attributed to developing countries particularly are in fact pervasive in industrialized and developing countries alike;
- **Continuing population growth**, which, while not the sole cause of any of the shortfalls listed, makes the remedy of all of them more difficult (4); and
- **Ignorance, apathy, and denial**, the first consisting of lack of exposure to information and the second and third of having the information but lacking the conviction or optimism or understanding to act on it.

The magnitudes of the contributions to premature mortality of a number of the shortfalls and their respective contributing factors are shown in Table 1, which is adapted from a remarkable compilation of the underlying causes of premature death produced by the World Health Organization (WHO) (5–7).

**How Can S&T Help?**

Table 1 underlines the role, in global mortality, of shortfalls in the deployment if not always the development of adequate technologies for food production, clean water and sanitation, and clean and efficient energy supply. I would characterize the roles of S&T in addressing the challenges of sustainable well-being in broader terms as follows:

- Advances in science improve our understanding of shortfalls, dangers, and possibilities and enable advances in technology.
- Advances in technology help meet basic human needs and drive economic growth through increased productivity, reduced costs, reduced resource use and environmental impact, and new or improved products and services.
- S&T together provide the basis for integrated assessment of challenges and opportunities, advice to decision-makers and the public about these, and formal and informal education toward a more S&T-literate (and therefore more informed and capable) society.

The need to do better with S&T applied to meeting basic needs is clearly mixed. Many regions are on track to meet many of the targets, but other regions—and above all sub-Saharan Africa—are projected to fall short on most of them. What is worse, while the MDGs appear ambitious in terms of the pace of improvement embodied in the targets, they are really very modest when viewed in terms of the immense shortfalls in well-being that would persist into 2015 and beyond even if the targets were met. Where the targets do seem likely to be met for the world as a whole, moreover, is as the case for access to safe drinking water, regional shortfalls still loom large (8).

The considerable progress that has been made in some important respects (such as in life expectancy, which has been improving virtually everywhere other than sub-Saharan Africa and the former Soviet Union) has been the result of a combination of economic and social factors, but improvements in technology appear to have been the most important (9). Among other advances, widespread gains in the productivity of agriculture, which played a crucial role in improving nutrition and health in the developing world, were driven above all by investments in agricultural S&T that yielded, in strictly economic terms, enormous rates of return; and export-led economic growth, providing the means with which the public and private sectors in many developing countries have contributed to lifting portions of their populations out of poverty, has likewise been driven strongly by technology (9).

Relatively simple and inexpensive technologies can have large positive impacts on the most fundamental aspects of well-being, such as public health, as was initially demonstrated in today’s industrialized countries when they first introduced simple water-treatment technologies (8) and has been shown more recently in developing countries with such simple innovations as oral rehydration therapy for diarrheal diseases, which has sharply lowered death rates even in circumstances where incomes were not rising (9). A current example of large “bang for the buck” in the public health domain is the rapid expansion in the use of insecticide-treated bed nets to combat malaria, particularly in Africa, funded by a combination of private, governmental, and multilateral initiatives (10).

These insights and examples only serve to underline how much better we could be doing with the application of S&T to meeting basic needs.

**Table 1.** Contributors to global mortality in 2000, categorized by fundamental causes. Units in column three are millions of years of life lost to premature deaths in the year 2000 (= numbers of premature deaths in 2000 from the indicated cause × average loss of life expectancy per death from that cause). The categorization of fundamental causes and associated lost-life estimates are from WHO (5), except for “war and revolution”; that figure is the author’s estimate for the 20th-century annual average, based on a UN figure of about 100 million conflict-related deaths in the 20th century (6) and the author’s guess of 40 years of lost life expectancy per conflict-related death. Attractions of relevant “shortfalls and drivers” are the author’s (7).

<table>
<thead>
<tr>
<th>Fundamental cause</th>
<th>Primary shortfalls and drivers</th>
<th>Millions of years of life lost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Childhood and maternal malnutrition</td>
<td>Poverty, technology, apathy, ignorance, denial</td>
<td>200</td>
</tr>
<tr>
<td>High blood pressure, cholesterol, overweight, low physical activity</td>
<td>Consumption, denial</td>
<td>150</td>
</tr>
<tr>
<td>Unsafe sex</td>
<td>Ignorance, denial</td>
<td>80</td>
</tr>
<tr>
<td>Tobacco</td>
<td>Denial</td>
<td>50</td>
</tr>
<tr>
<td>Unsafe water</td>
<td>Poverty, technology, apathy</td>
<td>50</td>
</tr>
<tr>
<td>War and revolution (20th-century average)</td>
<td>Violence</td>
<td>40</td>
</tr>
<tr>
<td>Indoor smoke from solid fuels</td>
<td>Poverty, technology</td>
<td>35</td>
</tr>
<tr>
<td>Alcohol</td>
<td>Wasted potential, ignorance, denial</td>
<td>30</td>
</tr>
<tr>
<td>Urban air pollution</td>
<td>Consumption, technology</td>
<td>6</td>
</tr>
<tr>
<td>Global climate change</td>
<td>Consumption, technology, denial</td>
<td>5</td>
</tr>
</tbody>
</table>
human needs if a more respectable effort were being devoted to this aim. The dimension of the shortfall is suggested by the figures for official development assistance (ODA) from the Organization for Economic Cooperation and Development (OECD): A recent upturn in ODA has brought the total back only to the 1990 level of 0.33% of the gross national income of the donor countries (this despite long-standing international agreement on a target of 1%, which itself seems pathetically small in relation to both the needs and the opportunities) (11). The United States, by far the richest country in the world in gross national income, is the stingiest among all the OECD countries in the fraction of it, 0.2%, devoted to ODA. [Americans spend 3.5 times more on tobacco and 20 times more on defense (12).]

Land, Water, and Terrestrial Biota

Turning to the environmental dimension of sustainable well-being, a central challenge is how to manage the intensifying competition among human uses for the land, water, and biota of the planet. Those uses fall mainly into three categories:

- Land and water for housing, commerce, industry, and infrastructure (energy, transport, and communications).
- Land, water, and net primary productivity (NPP) for the production of food, feed for domestic animals, fiber, biofuels, and chemical feedstocks.
- Land, water, and biota (plants, animals, and microorganisms) for recreation, beauty, the solace of unspoiled nature, and other “ecosystem services.”

The term “ecosystem services” refers to functions of ecosystems that underpin human well-being, including, besides those already separately mentioned, regulation of water flows; detoxification and purification of soil, water, and air; nutrient cycling; soil formation and maintenance; controls on the populations and distribution of pests and pathogens; pollination of flowers and crops; maintenance of biodiversity; and regulation of climate (through, e.g., evapotranspiration, reflectivity, and carbon sequestration) (13, 14).

The competition among these uses for the limited supplies of land and water and the biota that these can support is being intensified by rising population and affluence, with affluence providing a particularly powerful multiplier in the demand for land and water for agriculture and pasture as rising incomes translate into higher consumption of meat. Also contributing to the intensification of the competition is global climate change (about which more will be said below), which is sharply increasing the demand for both biofuels and carbon sequestration in intact forests (15) at the same time as it stresses farms and forests in many parts of the world with increased heat, drought, and wildfires (16).

A number of other factors complicate the challenge of managing the competing uses of land, water, and biota. One is the rising tide of toxic spillovers from energy supply, industry, and agriculture, which reduce the usability of water and otherwise directly stress managed and unmanaged ecosystems alike (more about this below, too). Another is the prevalence of haphazard, unintegrated, and short-range planning in relation to society’s uses of land and water. A third—and one of the primary causes of the preceding two—is the frequent failure to charge a reasonable price (or any price at all) for the use of environmental resources or the degradation of environmental conditions and services.

A quantitative picture of world water supply and demand is presented in Table 3 (17). A key point is that only about a quarter of total runoff and recharge is actually available for human use (after uncaptured storm runoff and remote areas are subtracted), and nearly 40% of the globally available amount is already being used. (Irrigated agriculture is by far the largest user, and it is the fastest-growing—driven above all by rising demand for grain to feed to animals and now, in the United States especially, for corn to convert to ethanol.) There is a difference of a factor of 40 in current annual water withdrawals per person between the poorest and richest countries, which bodes ill for future water demand in relation to supply as incomes and populations continue to rise.

The widespread supposition that humans can use all of the “available” runoff is in error, moreover. Enough flow must be left in rivers to meet ecological needs. Taking these ecological flow require-

<table>
<thead>
<tr>
<th>Goal</th>
<th>Target</th>
<th>Progress</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eradicate extreme poverty and hunger</td>
<td>Proportion of people living on less than $1 per day to be halved between 1990 and 2015</td>
<td>Target already met in East and Southeast Asia, but other developing regions are behind pace needed to meet it by 2015</td>
</tr>
<tr>
<td>Achieve universal primary education</td>
<td>Full course of primary schooling for boys and girls everywhere by 2005</td>
<td>Southern Asia, northern Africa, and Latin America on track to meet target; other developing regions behind</td>
</tr>
<tr>
<td>Promote gender equality and empower women</td>
<td>Eliminate gender disparities at all levels of education by 2015</td>
<td>Nearly all developing regions far off pace needed to meet target</td>
</tr>
<tr>
<td>Reduce child mortality</td>
<td>Reduce under-5 mortality rate by 2/3 between 1990 and 2015</td>
<td>East and Southeast Asia, northern Africa, and Latin America on track to meet target; other developing regions behind</td>
</tr>
<tr>
<td>Improve maternal health</td>
<td>Reduce maternal mortality rate by 3/4 between 1990 and 2015</td>
<td>East and Southeast Asia, northern Africa, and Latin America on track to meet target; other developing regions behind</td>
</tr>
<tr>
<td>Combat HIV/AIDS, malaria, and other diseases</td>
<td>Have halted and begun to reverse spread of HIV/AIDS and incidence of malaria by 2015</td>
<td>No. of people with HIV/AIDS may have stabilized in sub-Saharan Africa, is rising in most other developing regions</td>
</tr>
<tr>
<td>Ensure environmental sustainability</td>
<td>Proportion of people lacking access to safe drinking water and basic sanitation to be halved between 1990 and 2015</td>
<td>East and Southeast Asia, northern Africa, and Latin America on track to meet sanitation target; other developing regions behind</td>
</tr>
<tr>
<td>Develop a global partnership for development</td>
<td>No quantitative target; a range of qualitative goals address mechanisms of assistance</td>
<td>If official development assistance is the index, progress is slight; debt and trade measures look better</td>
</tr>
</tbody>
</table>

Table 2. MDGs, targets, and pace of progress (10, 11).
ments into account reveals that many of the world’s river basins are already overexploited: Human withdrawals are leaving less water in rivers than needed to meet ecological requirements. Rising human water demands are also leading, at many locations around the world, to the extraction of groundwater from aquifers at rates exceeding natural recharge, leading to declining water tables, wells running dry, and increased drilling and pumping costs (8).

The current extent of human exploitation of Earth’s land surface and vegetation is, similarly, far greater than is generally supposed. Crops, pastures, and grazing now take up about 40% of the planet’s 133 million km² of ice-free land (18). Forests, which once covered 50 million km², have shrunk by about 10 million km² in the past 300 years (with half of that loss occurring in the past half century), and desert and near-desert lands have expanded by nearly 10 million km². Cities, towns, roads, and airports now cover about 2% of the land area—approaching 3 million km² (18–20).

Arguably a more informative measure of the scale of human intervention in terrestrial ecosystems than areas transformed is the fraction of the NPP of those ecosystems that human activities have eliminated or appropriated for human purposes; a pioneering study in the mid-1980s estimated that humans have appropriated about 25% of terrestrial NPP and have eliminated nearly another 15% through land transformations (21). Subsequent studies using the more extensive remote-sensing information and geographic information systems (GIS) databases that have become available in the meantime have altered the details of the picture but reinforced the basic finding that, depending on the definitions employed, human activities are appropriating between 25 and 40% of terrestrial NPP (22).

Considering the increases in human demands for NPP that are in prospect both for the combination of food and feed and for biofuels, and considering the need to leave large areas of forest substantially intact for purposes of carbon sequestration and other ecosystem functions, these are not encouraging numbers. They become even less so when one considers the loss of biodiversity that has accompanied the level of appropriation of terrestrial NPP already reached.

The Millennium Ecosystem Assessment completed in 2005 developed estimates for contemporary and projected extinction rates compared to past rates suggested by the fossil record: 100 to 1000 times past extinction rates today, another 10 to 100 times higher in the future (13). And already in 2000 it was estimated that 18% of mammal species, 12% of bird species, and 8% of plant species worldwide were threatened with extinction (23); the projected increases in extinction rates, if they materialize, thus portend a biodiversity catastrophe.

The current state of understanding of ecosystem structure and function does not generally allow prediction of what forms and degrees of local or regional biodiversity decline will lead to severe impacts on basic ecosystem functions and the services associated with them. To confuse this ignorance with cause for complacency would be folly, however. The most elementary common sense (embodied in Aldo Leopold’s famous dictum from A Sand County Almanac that “The first rule of intelligent tinkering is to save all the parts”) —reinforced by a large part of the detailed ecological knowledge accumulated since—tells us that continuing biodiversity loss must eventually exact a large toll in ecosystem performance and resilience against shocks and stresses both natural and anthropogenic (24).

What is needed from S&T in relation to the intensifying competition for land, water, and biota? We need, for reasons both purely scientific and as a basis for sensible ecosystem management, a large increase in ecological research focused on the relations linking biodiversity and other aspects of ecosystem condition with ecosystem function and services; and we need a better understanding of what those services do and could deliver in support of human well-being, as well as better ways to quantify their value for incorporation into the market and nonmarket processes shaping the future of ecosystems (25).

We need more studies that combine projected land requirements for food and feed, fiber, biofuels, and infrastructure—rather than pretending that each use can be analyzed separately—and that attempt to reconcile the combined demands with the requirement for enough land covered by intact forests and other native ecosystems to provide the carbon sequestration and other ecosystem services society cannot do without (26). We need more effective use of the capabilities provided by satellite imagery and other remote sensing, and by GIS, both for conducting such studies and for conveying the results to publics and decision-makers in forms they will understand and use (27). And, not least, we need technologies for extracting food, fiber, and fuel from agricultural and forest ecosystems in ways less disruptive of the other services those systems provide than the technologies typically used today (28).

The Oceans

The oceans cover 70% of the surface of the planet, contain 98% of the water, and contribute about half of the NPP. They are a gigantic bal-
nce wheel in Earth’s weather and climate. They are an immense reservoir of biodiversity; one even less cataloged and characterized than that of the terrestrial biota. And fisheries derived from them supply 20% or more of the per capita animal-derived protein consumed by 40% of the human population (29).

Although the oceans are perceived by many as being too gigantic and immutable to be much influenced by human activities, they have actually been, like the land, substantially altered by human influences. Human-caused warming of Earth’s surface and atmosphere has penetrated the oceans to depths of hundreds of meters; and absorption by the ocean of part of the carbon dioxide (CO₂) added to the atmosphere by human activities has lowered the average pH of seawater by about 0.1 (30). Lead and mercury mobilized by humans move through marine food webs, concentrating at the higher levels, as do synthetic organic compounds such as DDT and PCBs. No part of the oceans is free of traces of oil spills or free of plastic trash.

The most conspicuous of human impacts on the oceans to date has been the decline in the populations of many of the fish and shellfish we harvest for food. Marine fish catches reached a plateau in the mid-1990s and have been maintained there since only by dint of harvesting lower in the food web; continuing expansion of the total supply of protein from fish and shellfish has depended on rapid growth in aquaculture (31). The real magnitude of the human impact, however, is revealed only by looking region by region and species by species at the fish and shellfish stocks on which the catch had depended; it is a picture of devastating decline, brought about not only by unsustainable harvest of target species but also by the extensive bycatch and bottom-habitat destruction brought about by widely used if reprehensible fishing techniques (32).

Coral reefs, which have the highest density of biodiversity in the oceans, are also increasingly endangered. Originally the risks to reefs came mainly from subsistence fishing and sediment runoff from agriculture and land development on inhabited islands; to this was later added the stress on reef fish populations from rapidly expanding commercial fishing to supply the aquarium trade in North America and Europe and the live-fish restaurant trade in East and Southeast Asia, as well as physical damage to the reefs from the influx of cruise ships and the reef-walking tourists they carry (33).

Today, coral reefs are being affected throughout their range by two further factors that are independent of local population densities, tourist influences, and commercial fishing fleets: increasing water temperatures, which can cause bleaching (ejection of the living coral organisms from the calcium carbonate structure) and disease; and declining pH, which hinders the ability of organisms to make the calcium carbonate. A recent survey concluded that 30% of the world’s coral reefs are already severely damaged and that 60% could be lost by 2030 (33).

Another sign of trouble in the oceans is the rapid proliferation of harmful algal blooms and the oxygen-depleted “dead zones” that are often the ultimate result. This phenomenon is largely driven by overfertilization of coastal zones by river runoff laden with nutrients from sewage and agriculture. The number of regions affected and the scale of the impact in individual regions appear to have been growing recently, with a doubling time on the order of a decade (29, 34).

Scientifically, technologically, and politically, human pressures on the oceans are even more challenging to deal with than the pressures on terrestrial ecosystems discussed above. Difficulties of observation and study in the oceans mean that the marine realm is less well explored and less well understood than terrestrial ecosystems. Technologically, the oceans are a more difficult operating environment than the land for almost any purpose. Politically, the problems of governance and management of ocean resources and the ocean environment are compounded by the circumstance that most of the world ocean is a commons, not the province of any nation.

Much of what is needed from S&T in relation to the challenge of sustainability for ocean systems and services, however, is similar to what is needed on the terrestrial side: more research on marine ecosystem structure, function, and service; more and better monitoring and reporting, in forms meaningful to and usable by decision-makers; and more integration of analyses relating to multiple interacting uses and stresses, so that limits on what is sustainable can be identified before they are exceeded. Also needed on the marine side is technological change in relation to what we already know is unsustainable: replacement of harvesting technologies that destroy habitat and decimate bycatch with more resource-friendly alternatives, and modification of agricultural and sewage-treatment practices on land in order to drastically reduce the dead zone–inducing impacts of nutrient-laden river runoff (35).

The Energy-Economy-Environment Dilemma

The essence of this dilemma resides in two robust propositions (36–38): First, reliable and affordable energy is essential for meeting basic human needs and fueling economic growth. Second, the harvesting, transport, processing, and conversion of energy using the resources and technologies relied upon today cause a large share of the most difficult and damaging environmental problems society faces.

Contemporary technologies of energy supply are responsible for most indoor and outdoor air-pollution exposure, most acid precipitation, most radioactive wastes, much of the hydrocarbon and trace-metal pollution of soil and groundwater, nearly all of the oil added by humans to the oceans, and most of the human-caused emissions of greenhouse gases that are altering the global climate (39).

The study of these environmental impacts of energy has been a major preoccupation of mine for nearly four decades. I have concluded from this study that energy is the hardest part of the environment problem; environment is the hardest part of the energy problem; and resolving the energy-economy-environment dilemma is the hardest part of the challenge of sustainable well-being for industrial and developing countries alike.

Figure 1 shows the composition of world primary energy supply during the bulk of the fossil-fuel era to date, from 1850 to 2000 (40). Energy use increased 20-fold over this period—that number being the product of a somewhat
greater than fivefold increase in world population and a somewhat less than fourfold increase in average energy use per person (41). Fossil-fuel use increased more than 150-fold, rising from 12% of the modest energy use of 1850 to 79% of 2000’s much larger total. By 2005, fossil fuels were contributing 81% of the world primary energy supply, 82% in China, and 88% in the United States (42); even in the electricity sector (where nuclear, hydropower, wind, solar, and geothermal energies make their largest contributions), fossil fuels accounted for two-thirds of global generation (Table 4).

The huge increase in fossil-fuel use over the past century and a half played a large role in expanding the impact of humankind as a global biogeochemical force (43), not only through the associated emissions of CO$_2$, oxides of sulfur and nitrogen, trace metals, and more, but also through the mobilization of other materials, production of fertilizer, transport of water, and transformations of land that the availability of this energy made possible (44). At the end of the 20th century and the beginning of the 21st, the fossil-fuel–dominated energy supply system continued to impose immense environmental burdens at local, regional, and global scales, despite large investments and some success in reducing emissions to air and water per unit of energy supplied (29).

Fine particles appear to be the most toxic of the usual air pollutants resulting from the combustion of fossil and biomass fuels, and whether emitted directly or formed in the atmosphere from gaseous precursors, they have proven difficult to control (45). The concentrations of fine particulates in urban air in the United States, Western Europe, and Japan have mostly been falling in recent years, but in cities across the developing world the concentrations have risen to shockingly high levels—often several times the WHO guidelines (29). As noted above in connection with Table 1, population exposures to particulate matter from the combustion of fossil and biomass fuels indoors are even greater, with commensurate impacts on health.

A major regional impact of fossil-fuel combustion is wet and dry deposition of sulfur and nitrogen, much of it in acidic forms. Of the sulfur oxide and nitrogen oxide emissions that are the precursors of this fallout, the former are somewhat easier to control technologically. Global emissions of both are now increasing, however, as rapid expansion of poorly controlled sources in Asia, and to a lesser extent in Africa and Latin America, is now more than offsetting reductions in the industrialized countries (29).

Mid-range projections for energy growth over the next few decades show world use of energy reaching 1.5 and 2.5 times the 2005 level by 2030 and 2050, respectively; electricity generation in these “business-as-usual” cases nearly doubles by 2030 and triples by 2050 (46). Although these are daunting numbers from the standpoint of sustainability, the problem is not that the world is running out of energy. It isn’t (37, 47). But it is running out of cheap and easy oil and gas, and it is running out of environmental capacity to absorb, without intolerable consequences, the impacts of mobilizing these quantities of energy in the ways we have been accustomed to doing it (48).

Much discussion of the oil issue has been framed around the contentious question of “peak oil” (49): When will global production of conventional petroleum reach a peak and begin to decline, as U.S. domestic production did around 1970? The question derives its importance from the proposition that reaching this peak globally will presage large and long-lasting increases in the price of oil, plus a costly and demanding scramble for alternatives to fill the widening gap between the demand for liquid fuel and the supply of conventional petroleum.

Oil-supply pessimists argue that the peak of conventional oil production could occur any time now; oil-supply optimists say it probably won’t happen until after 2030, perhaps not until after 2050. Similar arguments go on about conventional supplies of natural gas, the total recoverable resources of which are thought to be not greatly different, in terms of energy content, from those of crude petroleum.

In my judgment, it’s difficult to tell at this juncture whether the optimists or the pessimists are closer to right about when the world will experience peak oil, but the answer is not very important as a determinant of what we need to be doing. After all, it’s clear that heavy oil dependence carries substantial economic and political risks in a world where high proportions of the reserves and remaining recoverable resources lie in regions that are unstable and/or controlled by authoritarian governments that have sometimes been inclined to wield oil supply as a weapon. It’s also clear that world oil use (which is dominated by the transport sector and, within it, by motor vehicles) is a huge producer of conventional air pollutants, as well as being about equal to coal burning as a contributor to the global buildup of the heat-trapping gas CO$_2$ (29, 42).

Given these liabilities, it makes sense to be looking urgently for ways to reduce oil dependence (while working to clean up continuing uses of oil), no matter when we think peak oil might occur under business as usual.

Indeed, the problem of how to reduce the dangers from urban and regional air pollution and from overdependence on oil in the face of rising worldwide demand for personal transportation is one of the two greatest challenges at the energy-economy-environment intersection. The other one is how to provide the affordable energy needed to create and sustain prosperity everywhere without wrecking the global climate with the CO$_2$ emitted by fossil-fuel burning.

Climate is the envelope within which nearly all other environmental conditions and processes important to human well-being must function (50). Climate strongly influences (so climate change directly affects) the availability of water; the productivity of farms, forests, and fisheries; the prevalence of oppressive heat and humidity; the geography of disease; the damages to be expected from storms, floods,
droughts, and wildfires; the property losses to be expected from sea-level rise; the investments of capital, technology, and energy devoted to ameliorating aspects of climate we don’t like; and the distribution and abundance of species of all kinds (those we love and those we hate). A sufficient distortion in the climatic envelope, as recent human activities are well on the way to achieving, can be expected to have substantial impacts in most of these dimensions.

Indeed, after a rise in global average surface temperature of about $0.75^\circ \pm 0.2^\circ C$ since 1880–1900 (51), changes in most of these categories, and significant damages in many, have already become apparent (5, 10, 16, 52, 53). Large impacts from seemingly modest changes in global average surface temperature underline the reality that this temperature is a sensitive proxy for the state of the world’s climate, which consists of the patterns in space and time not only of temperature and humidity but of sun and clouds, rainfall and snowfall, winds and storm tracks, and more. (The sensitivity of the temperature proxy for the state of the climate is often illustrated by the observation that the difference in global average surface temperature between an ice age and a warm interglacial—drastically different climates—is only about $5^\circ C$.)

There is no longer any serious doubt that most of the climatic change that has been observed over the past few decades has been due to human rather than natural influences (54). As shown in Table 5, the largest of the positive human “forcings” (warming influences) has been the buildup of $CO_2$ in the atmosphere over the past two and a half centuries. (About two-thirds of this buildup has come from fossil-fuel burning and the other one-third from land-use change.) Other important contributors have been methane from energy supply, land-use change, and waste disposal; halocarbons from a variety of commercial and industrial applications; nitrous oxide from fertilizer and combustion; and soot from inefficient engines and biomass burning. Partially offsetting cooling effects have been caused by the reflecting and cloud-forming effects of human-produced particulate matter and by increased surface reflectivity due to deforestation and desertification. Facing the menace of growing, human-caused disruption of global climate, civilization has only three options: mitigation (taking steps to reduce the pace and the magnitude of the climatic changes we are causing); adaptation (taking steps to reduce the adverse impacts of the changes that occur); and suffering from them.

Table 5. IPCC estimates of principal human-produced and natural forcings since 1750. Forcings are essentially changes in Earth’s energy balance, measured in watts per square meter of the planetary surface, with positive values denoting warming influences and negative values denoting cooling. The uncertainty range is given in parentheses. Large volcanic eruptions produce negative forcings of a few years’ duration due to the particles they inject into the atmosphere, but they are not included in the table because no trend is evident in the size of this effect over time. Effects of the 11-year sunspot cycle are likewise not shown because they average out over time periods longer than that. Note that the IPCC’s best estimate of the contribution of the net change in input from the Sun since 1750 is some 14 times smaller than that of the $CO_2$ (30).

<table>
<thead>
<tr>
<th>Cause of forcing</th>
<th>Magnitude of forcing (Wm$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in atmospheric concentration of</td>
<td></td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>$+1.66 (\pm 0.17)$</td>
</tr>
<tr>
<td>Methane</td>
<td>$+0.55 (\pm 0.07)$</td>
</tr>
<tr>
<td>Halocarbons</td>
<td>$+0.34 (\pm 0.03)$</td>
</tr>
<tr>
<td>Nitrous oxide</td>
<td>$+0.16 (\pm 0.02)$</td>
</tr>
<tr>
<td>Tropospheric ozone</td>
<td>$+0.35 (\pm 0.10)$</td>
</tr>
<tr>
<td>Stratospheric ozone</td>
<td>$-0.05 (\pm 0.10)$</td>
</tr>
<tr>
<td>Soot</td>
<td>$+0.3 (\pm 0.2)$</td>
</tr>
<tr>
<td>Reflecting particles</td>
<td>$-0.8 (\pm 0.4)$</td>
</tr>
<tr>
<td>Cloud-forming effect of particles</td>
<td>$-0.7 (\pm 1.1, +0.4)$</td>
</tr>
<tr>
<td>Change in reflectivity of surface (albedo) due to</td>
<td></td>
</tr>
<tr>
<td>Land-use change</td>
<td>$-0.2 (\pm 0.2)$</td>
</tr>
<tr>
<td>Soot on snow</td>
<td>$+0.1 (\pm 0.1)$</td>
</tr>
<tr>
<td>Change in solar irradiance</td>
<td>$+0.12 (\pm 0.06, +0.18)$</td>
</tr>
</tbody>
</table>

5 Stabilizing atmospheric $CO_2$ at 500 ppmv would be possible if global emissions from fossil-fuel combustion in 2050 could be cut in half from the mid-range business-as-usual figure of 14 billion metric tons of carbon in $CO_2$ per year. Numerous studies of how reductions of this general magnitude might be achieved have been undertaken (59), and, notwithstanding differences in emphasis, virtually all have shown that: (i) such reductions are possible but very demanding to achieve; (ii) there is no single silver-bullet approach that can do all or even most of the job; (iii) it is essential, in terms of both feasibility of the ultimate aim and cost of achieving it, to begin reductions sooner rather than later; (iv) the quickest and cheapest available reductions will be through improving the efficiency of energy end-use in residential and commercial buildings, manufacturing, and transport, but costlier measures to reduce emissions from the energy supply system will also need to be embraced; and (v) without major Sustainable Development, focused on what to do, emphasizing mitigation and adaptation equally, concluded that the chances of a “tip- ping point” into unmanageable degrees of climatic change increase steeply once the global average surface temperature exceeds 2.5$^\circ C$ above the pre-industrial level, and that mitigation strategies should therefore be designed to avoid increases larger than that (52). Having a better-than-even chance of doing this means stabilizing atmospheric concentrations of greenhouse gases and particles at the equivalent of no more than 450 to 500 parts per million by volume (ppmv) of $CO_2$ (55, 56).

A mitigation strategy sufficient to achieve such stabilization will need to address methane, halocarbons, nitrous oxide, and soot as well as $CO_2$, but the largest and most difficult reductions from business-as-usual trajectories of future emissions are those needed for $CO_2$ itself. The difficulty in the case of $CO_2$ emissions from the energy system resides in the current 80% dependence of world energy supply on fossil fuels, the technical difficulty of avoiding release to the atmosphere of the immense quantities of $CO_2$ involved, and the long turnover time of the energy-system capital stock (meaning that the shares of the different energy sources are hard to change quickly) (57). In the case of the 15 to 25% of global $CO_2$ emissions still coming from deforestation (essentially all of it now in the tropics), the difficulty is that the causes of this deforestation are deeply embedded in the economics of food, timber, biofuel, trade, and development, and in the lack of valuation and marketization of the services of intact forests (38).

Sustainable Development, focused on what to do, emphasizing mitigation and adaptation equally, concluded that the chances of a “tip- ping point” into unmanageable degrees of climatic change increase steeply once the global average surface temperature exceeds 2.5$^\circ C$ above the pre-industrial level, and that mitigation strategies should therefore be designed to avoid increases larger than that (52). Having a better-than-even chance of doing this means stabilizing atmospheric concentrations of greenhouse gases and particles at the equivalent of no more than 450 to 500 parts per million by volume (ppmv) of $CO_2$ (55, 56).

A mitigation strategy sufficient to achieve such stabilization will need to address methane, halocarbons, nitrous oxide, and soot as well as $CO_2$, but the largest and most difficult reductions from business-as-usual trajectories of future emissions are those needed for $CO_2$ itself. The difficulty in the case of $CO_2$ emissions from the energy system resides in the current 80% dependence of world energy supply on fossil fuels, the technical difficulty of avoiding release to the atmosphere of the immense quantities of $CO_2$ involved, and the long turnover time of the energy-system capital stock (meaning that the shares of the different energy sources are hard to change quickly) (57). In the case of the 15 to 25% of global $CO_2$ emissions still coming from deforestation (essentially all of it now in the tropics), the difficulty is that the causes of this deforestation are deeply embedded in the economics of food, timber, biofuel, trade, and development, and in the lack of valuation and marketization of the services of intact forests (38).

Stabilizing atmospheric $CO_2$ at 500 ppmv would be possible if global emissions from fossil-fuel combustion in 2050 could be cut in half from the mid-range business-as-usual figure of 14 billion metric tons of carbon in $CO_2$ per year. Numerous studies of how reductions of this general magnitude might be achieved have been undertaken (59), and, notwithstanding differences in emphasis, virtually all have shown that: (i) such reductions are possible but very demanding to achieve; (ii) there is no single silver-bullet approach that can do all or even most of the job; (iii) it is essential, in terms of both feasibility of the ultimate aim and cost of achieving it, to begin reductions sooner rather than later; (iv) the quickest and cheapest available reductions will be through improving the efficiency of energy end-use in residential and commercial buildings, manufacturing, and transport, but costlier measures to reduce emissions from the energy supply system will also need to be embraced; and (v) without major Sustainable Development, focused on what to do, emphasizing mitigation and adaptation equally, concluded that the chances of a “tip- ping point” into unmanageable degrees of climatic change increase steeply once the global average surface temperature exceeds 2.5$^\circ C$ above the pre-industrial level, and that mitigation strategies should therefore be designed to avoid increases larger than that (52). Having a better-than-even chance of doing this means stabilizing atmospheric concentrations of greenhouse gases and particles at the equivalent of no more than 450 to 500 parts per million by volume (ppmv) of $CO_2$ (55, 56).

A mitigation strategy sufficient to achieve such stabilization will need to address methane, halocarbons, nitrous oxide, and soot as well as $CO_2$, but the largest and most difficult reductions from business-as-usual trajectories of future emissions are those needed for $CO_2$ itself. The difficulty in the case of $CO_2$ emissions from the energy system resides in the current 80% dependence of world energy supply on fossil fuels, the technical difficulty of avoiding release to the atmosphere of the immense quantities of $CO_2$ involved, and the long turnover time of the energy-system capital stock (meaning that the shares of the different energy sources are hard to change quickly) (57). In the case of the 15 to 25% of global $CO_2$ emissions still coming from deforestation (essentially all of it now in the tropics), the difficulty is that the causes of this deforestation are deeply embedded in the economics of food, timber, biofuel, trade, and development, and in the lack of valuation and marketization of the services of intact forests (38).
improvements in technology on both the demand side and the supply side—and a major expansion of international cooperation in the development and deployment of these technologies—the world is unlikely to achieve reductions as large as required.

The improved technologies we should be pursuing, for help not only with the energy-climate challenge but also with other aspects of the energy-economy-environment dilemma, are of many kinds: improved batteries for plug-in hybrid vehicles; cheaper photovoltaic cells; improved coal-gasification technologies to make electricity and hydrogen while capturing CO$_2$; new processes for producing hydrogen from water using solar energy; better means of hydrogen storage; cheaper, more durable, more efficient fuel cells; biofuel options that do not compete with food production or drive deforestation; advanced fusion reactors with proliferation-resistant fuel cycles and increased robustness against malfunction and malfeasance; fusion; more attractive and efficient public transportation options; and a range of potential advances in materials science, biotechnology, nanotechnology, information technology, and process engineering that could drastically reduce the energy and resource requirements of manufacturing and food production (60).

Also urgently needed from S&T in the energy-climate domain are improved understanding of potential tipping points related to ice-sheet disintegration and carbon release from the heating of northern soils; a greatly expanded research, development, and demonstration effort to determine the best approaches for both geologic and enhanced biologic sequestration of CO$_2$; a serious program of research to determine whether there are “geoengineering” options (to create global cooling effects that counter the on-going warming) that make practical sense; and wide-ranging integrated assessments of the options for adaptation (61).

Adequately addressing these and other needs in the science and engineering of the energy-environment interaction would probably require a 2- to 10-fold increase in the sum of public and private spending for energy research, development, and demonstration (ER&D&D) (62). This sounds daunting, but the amounts involved are astonishingly small compared to what society spends for energy itself (63). There are signs that the private sector is ramping up its efforts in ER&D&D in response to the challenge, but for reasons that have been abundantly documented (64), the public sector must also play a large role in the needed expansion. Sadly, until now there has been precious little sign of that happening, notwithstanding abundant rhetoric from political leaders about new technologies being the key to the solution (65).

**Moving Toward Elimination of Nuclear Weapons**

Throughout the Cold War, the world’s nuclear arsenals (which reached tens of thousands of nuclear weapons on each side in the USA-USSR confrontation and hundreds each in the possession of the United Kingdom, France, China, and probably Israel) were recognized by nearly everyone as a threat to the existence of a sizable part of the human population and to the well-being of most of it, if any significant fraction of them were ever used. Following the peaceful end of the Cold War at the beginning of the 1990s, however, the salience of the threat from these nuclear weapons rapidly receded in the minds of most people. The most plausible political source of a nuclear conflagration that disappeared, and the only related set of worries that retained any widespread salience was a concern—initially much less compelling and immediate than the Cold War’s nuclear threat had been—about the possible acquisition of nuclear weapons by rogue states and terrorists.

The tendency toward complacency about dangers from nuclear weapons in the possession of the major powers was reinforced by considerable shrinkage in the U.S. and Russian arsenals—as weapons now deemed surplus were retired from active service and a process of dismantling was begun—and subsequently by conclusion of the Moscow Treaty of 2002, which appeared to promise further significant cuts. Meanwhile, the refocusing of residual concerns about nuclear weapons on issues of proliferation and terrorism proceeded apace, driven by the initial discovery of a nuclear weapon program in Iraq, the Indian and Pakistani nuclear tests of 1998, the revelation of A. Q. Khan’s proliferation network, the unmasking of North Korea’s nuclear weapon program, and the exercise of frighteningly organized and destructive (even if non-nuclear) terrorist capabilities on September 11, 2001.

Concerning the possibility that these major-power weapons might in fact be used, highly relevant facts (which polls show are largely unknown to the U.S. public) are as follows: (i) These arsenals still contain altogether about 20,000 nuclear weapons, of which the United States possesses about half; (ii) most of the U.S. and Russian nuclear weapons are not covered by the Moscow Treaty, which governs only a subcategory called “operationally deployed strategic nuclear weapons” (and which also lacks any provision or mechanism for verification); (iii) the United States and Russia each continue to maintain about 2000 strategic nuclear weapons on short-reaction-time alert, increasing the chance of use by mistake or malfunction; and (iv) the United States and Russia both reserve the “right” of first use of nuclear weapons, including in response to non-nuclear threats. While the chance of large-scale use of U.S. and Soviet/Russian nuclear weapons certainly diminished with the end of the Cold War, then, the danger has by no means completely disappeared (68, 69).

The existing nuclear arsenals and the postures of their owners toward their potential uses and improvement are hardly unconnected, moreover, from the dangers of nuclear proliferation and nuclear terrorism. The evident intentions of the current nuclear weapon states to retain large arsenals indefinitely, to maintain high states of alert, to continue to threaten first use of nuclear weapons even against states that do not possess them, and to pursue development of new types of nuclear weapons for increased effectiveness or new purposes are manifestly incompatible with the bargain embodied in the Non-Proliferation Treaty and corrosive of the nonproliferation regime (70).

More specifically, with these stances the nuclear weapon states forfeit any moral authority to which they might aspire on questions of nuclear weapon possession, and they reduce the chances of gaining the cooperation of the world community on technology-transfer restrictions and sanctions directed against proliferators. They also directly encourage proliferation by reinforcing the view that nuclear weapons have great political and military value and by undermining confidence that nonproliferation of nuclear weapons means a country need not fear being attacked with them.

Nuclear proliferation itself, when it occurs, tends to increase both the incentives and the opportunities for further proliferation, as well as expanding the opportunities for terrorist acquisition of nuclear weapons. The expansion of opportunities accompanying proliferation
comes not merely because nuclear weapons, nuclear weapons expertise, and nuclear explosive materials have been put in additional hands in additional locations, from which they may spread further (as the Khan network so appallingly demonstrated), but especially because they have been placed into contexts where there has been no experience in controlling them. Constraints on the numbers, dispersion, and contemplated uses of nuclear weapons are important, therefore, both to reduce the probability of accidental, erroneous, unauthorized, or authorized use and to reduce the chances of nuclear weapons coming into the possession of additional proliferant states or terrorists.

Ultimately, however, the only alternative to continued proliferation is achievement of a universal prohibition on nuclear weapons, coupled with means to ensure confidence in compliance. If possession of nuclear weapons does not tend toward zero, it will tend instead toward universality; and though no one can predict the pace of this, it will mean, in the long run, that the probability of use of these weapons will tend toward unity (71). There are, moreover, powerful arguments that a prohibition of nuclear weapons is not only a practical and moral but a legal necessity, under international law (72). It is also telling that, over the years, more and more of the people who have had command over the U.S. nuclear arsenal and the policies governing its use have reached the conclusion that pursuing prohibition is the only sensible option (73).

While the contrary is often claimed, prohibition does not require “un-inventing” nuclear weapons (an impossibility). Societies separately and together have productively prohibited murder, slavery, and chemical and biological weapons without imagining that these have been un-invented. Nor is verification an insurmountable obstacle. Verification, with further innovations both technical and social, can be more effective than most suppose (74); and in any case, the dangers to the world from cheating are likely to be smaller than the dangers to be expected in a world from which nuclear weapons have not been banned (75).

As for timing, the buildup of the global nuclear weapon stockpile from a dozen in 1946 (all in the possession of the United States) to the peak of about 65,000 in 1986 took just four decades; another two decades later, the number had fallen by more than two-thirds (76). I see no reason the world shouldn’t aim for getting to zero in another two decades; that is, by about 2025. Crucial early steps in that direction include declarations by the nuclear weapon states that they will never, in any circumstances, use nuclear weapons first or against countries that do not possess such weapons; de-alerting of all nuclear forces; a series of progressively deeper cuts in total numbers of nuclear weapons (strategic and nonstrategic, deployed and nondeployed), with physical destruction of all of the weapons made surplus by these cuts and disposition of their nuclear explosive materials in ways that effectively preclude their reuse for weapons, and with internationally agreed means of verification; ratification and entry into force of the Comprehensive Nuclear Test Ban Treaty; and negotiation of a cutoff of production of nuclear explosive materials for weapons (77).

S&T can contribute to achieving such progress in several ways: through technical advances that make verifying weapon-reduction agreements easier (and thus make agreeing to them easier); through other technical advances that make nuclear energy technology less likely to be used for nuclear weaponry and/or more likely to be detected if this happens; through applications of science and engineering to the task of reducing the dangers of accidental, erroneous, or unauthorized use of nuclear weapons, as well to the task of obviating any need for nuclear explosive testing of weapons, for as long as these still exist; and through S&T-based integrated assessments clarifying dangers and pitfalls on the path to zero and how to avoid them.

Almost certainly, getting to a world of zero nuclear weapons will be as much a matter of political wisdom, political courage, and diminution in the motivations for armed conflict of any sort as a matter of S&T per se. But in the domain of diminishing motivations for conflict, the alleviation of the other threats and to remedies that address multiple dimensions, use nuclear weapons first or against states that they will never, in any circumstance...
while they learn how the policy process works and how it can be made to work better; there have been something in the range of 2000 of these AAAS S&T fellows, and this tremendous body of talent and experience now constitutes a major part of the national community of teaching and practice in science, technology, and public policy. And the extraordinary AAAS Project 2061 has become a major force in strengthening S&T education in our schools and communities.

What More Can Individuals Do?

Individual scientists and technologists concerned with the roles of S&T in the pursuit of sustainable well-being have available to them an array of avenues and opportunities for effective thought and action. Perhaps the most obvious of these, given what I have just said about the AAAS, is to increase one’s support for, participation in, and use of the relevant activities and resources of this organization. The similar activities of other science- and engineering-oriented professional societies, academies, and nongovernmental organizations (NGOs) likewise need and deserve increased participation and support.

More specifically, I would urge every scientist and engineer with an interest in the intersection of S&T with sustainable well-being (in all the senses I have explored here and more) to read more and think more about relevant fields outside your normal area of specialization, as well as about the interconnections of your specialty to these other domains and to the practical problems of improving the human condition; to improve the aspects of your communication skills that are germane to conveying your understandings about these interconnections to members of the public and to policymakers; to actively seek out additional and more effective avenues for doing so (including but not limited to increased participation in the relevant activities of the AAAS and other NGOs); and indeed to “the” 10% of your professional time and effort to working in these and other ways to increase the benefits of S&T for the human condition and to decrease the liabilities (81).

If such as a substantial fraction of the world’s scientists and engineers resolved to do this much, the acceleration of progress toward sustainable well-being for all of Earth’s inhabitants would surprise us all.
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81. Although I have been advocating this for decades, the idea is certainly not original with me. I note here that a similar idea was a major theme in J. Lubchenco’s AAAS presidential address in 1997 Science 279, 491 (1998).
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**Association Affairs:** “Science and technology for sustainable well-being” by John P. Holdren (25 January, p. 424). In Table 4, the heading reading “Primary energy (terawatt-hours)” should have read “Net electricity (terawatt-hours).” In ref. 73, the positions held by G. Schultz, H. Kissinger, W. Perry, and S. Nunn were incorrectly described. The text should have read “Schultz and Kissinger served as U.S. secretary of state, Perry was secretary of defense, and Nunn was chair of the Senate Armed Services Committee.”
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