
pre-mRNAs (Fig. 5, B to D, and figs. S14 and
S19). As seen with U1, multiple NTC binding
events could be detected on the splicing reporter
pre-mRNA (4 T 2% of pre-mRNAs both lost
their intron signal and acquired NTC more than
once) (fig. S16). The number of binding events
observed per pre-mRNA molecule was depen-
dent on the subcomplex being studied. U1 ex-
hibited by far the largest number of binding
events, with the number of events systematically
decreasing for each successive subcomplex in the
pathway (fig. S20). This suggests that at each
step of subcomplex addition, some fraction of the
pre-mRNA molecules are lost to side pathways
that do not lead to productive splicing (Fig. 5E).

Discussion. Taken together, the data from
this real-time kinetic analysis of spliceosome as-
sembly are consistent with existing models and
lead to new insights. Spliceosome assembly on
the RP51A substrate is highly ordered (U1 →
U2 → tri-snRNP → NTC), and pre-association
of the subcomplexes is not required for splicing.
Although no single step appears to irreversibly
commit this pre-mRNA to splicing, commitment
increases as spliceosome assembly proceeds. Fur-
ther, spliceosome assembly on this pre-mRNA is
kinetically efficient, with no single subcomplex
binding step predominantly restricting the overall
rate. Finally, we have directly observed multiple
binding events for all subcomplexes, demon-
strating that subcomplex binding is reversible.
Together, these findings have important impli-
cations for the regulation of alternative splicing.
If spliceosome assembly is reversible and no sin-
gle assembly step irreversibly commits a particular

pair of splice sites to splicing, then alternative
splice site choice can potentially be regulated at
any stage of assembly. This hypothesis is bol-
stered by observations that some regulation of
alternative splicing apparently occurs at late stages
of assembly (23, 24).

By making possible kinetic analysis of splice-
osome assembly in whole-cell extracts, this work
opens the door to answering fundamental ques-
tions concerning the mechanisms of pre-mRNA
splicing. The combination ofCoSMoSwith chem-
ical and genetic tools is a powerful approach for
elucidating the mechanisms of complex biolog-
ical processes, even when those processes can
only be studied in cell extracts. These methods
should prove broadly useful for analyzing many
other complex macromolecular machines.
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Organic Aerosol Formation Downwind
from the Deepwater Horizon Oil Spill
J. A. de Gouw,1,2* A. M. Middlebrook,1 C. Warneke,1,2 R. Ahmadov,1,2 E. L. Atlas,3 R. Bahreini,1,2
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T. B. Ryerson,1 J. P. Schwarz,1,2 J. R. Spackman,1,2 A. Srinivasan,3 L. A. Watts1,2

A large fraction of atmospheric aerosols are derived from organic compounds with various
volatilities. A National Oceanic and Atmospheric Administration (NOAA) WP-3D research aircraft
made airborne measurements of the gaseous and aerosol composition of air over the Deepwater
Horizon (DWH) oil spill in the Gulf of Mexico that occurred from April to August 2010. A narrow
plume of hydrocarbons was observed downwind of DWH that is attributed to the evaporation of
fresh oil on the sea surface. A much wider plume with high concentrations of organic aerosol
(>25 micrograms per cubic meter) was attributed to the formation of secondary organic aerosol
(SOA) from unmeasured, less volatile hydrocarbons that were emitted from a wider area around DWH.
These observations provide direct and compelling evidence for the importance of formation of SOA
from less volatile hydrocarbons.

On20April 2010, the Deepwater Horizon
(DWH) offshore drilling unit exploded,
causing the riser pipe to rupture and

crude oil to flow into the Gulf of Mexico from a
depth of ~1500m. The oil leak rate was estimated
to be 68,000 barrels per day (1), and much of that

oil accumulated on the sea surface. A NOAA
WP-3D research aircraft equipped with a large
number of instruments to characterize trace gases
and aerosols (2) performed two flights near DWH
on 8 and 10 June to explore the atmospheric
impacts of the spilled oil and of the cleanup
activities near DWH. This report discusses one
of those impacts: the formation of large con-
centrations of secondary organic aerosol (SOA)
observed downwind from the oil spill. These
findings have implications for our general under-
standing of organic aerosol, which is a large but
poorly understood class of atmospheric aerosol
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that affects air quality and climate change (3). A
parallel analysis of data from the flights over
the oil spill focused on the quantification of at-
mospheric emissions in general, on the air-water
partitioning of volatile organic compounds (VOCs),
and on an estimate of the oil leak rate (4).

A large fraction of aerosol in the atmosphere
consists of organic material (5). In the polluted
atmosphere, the dominant fraction of this organic
aerosol (OA) is secondary (6): It is formed in the
atmosphere from gas-phase species. Recent re-
search has indicated that SOA formation in
polluted air is much more efficient than expected
from the measured VOCs [volatile is defined
here as having an effective saturation concentra-
tion, C*, of >106 mg m−3 (7)] and from their
particulate mass yields as determined in the lab-
oratory (8–11). One potential explanation for this
discrepancy is the formation of SOA from semi-
volatile organic compounds (SVOCs; C* = 10−1

to 103 mg m−3) or organic compounds of inter-
mediate volatility (IVOCs; C* = 103 to 106 mgm−3)
(7, 12). Because SVOCs and IVOCs are typically
co-emitted with VOCs, this mechanism has not
been unambiguously observed in the atmosphere.
As a result, it is currently unknown how much of
the discrepancy between measured and expected
SOA can be attributed to formation from SVOCs
and IVOCs. The oil spill provided a unique en-
vironment to study SOA formation from VOCs
and IVOCs separately, because organic com-
pounds were released from different parts of the
oil slick depending on their volatility.

During both flights over the oil slick, a nar-
row plume of VOCs and a much wider plume of
OAwere observed downwind of DWH (Fig. 1).
Results from the 10 June 2010 flight are dis-
cussed here in detail, as higher and more constant
wind speeds on this day led to a more easily
interpretable data set. The extent of the surface oil
slick on 10 June (Fig. 1) is estimated from a
composite of multiple satellite instruments (13).
VOCs and OA were not enhanced everywhere
over the oil but were instead confined to much
narrower plumes downwind of DWH. Data from
two periods (defined in Fig. 1C) are further ex-
amined in Fig. 2. Period P1 represents the mea-
surements made closest to DWH; period P2 was
farthest from DWH.

The evaporation of freshly surfaced oil was
the dominant source of the VOCs measured
downwind of DWH (4). In laboratory analyses
of oil spilled at DWH (14), the first 23% of the
mass evaporated within 2 hours (fig. S1). During
a 2-hour period, the sea surface transport of oil is
a few kilometers at most, which explains why the
VOCs were emitted from only a small area and
confined to a narrow plume (Fig. 1C). As de-
scribed elsewhere in detail (4), the composition
of VOCs measured in canister samples collected
in the plumes was dominated by alkanes and
aromatics. The relative abundance of the VOCs
measured in the atmosphere reflected the com-
position of the spilled oil itself, with the ex-
ception of a subset of lighter VOCs that dissolved

either completely or partially during transport
from the sea bottom to the surface. Other sources
of VOCs (e.g., from ships and flares) were much
smaller and had a different VOC composition;
burning of surface oil did not occur on 10 June.

A plume of OA was observed downwind of
DWH (Fig. 1B), with mass loadings peaking at
>25 mg m−3 on 8 June and >10 mg m−3 on 10
June; these values are in the range of OA ob-
served in U.S. urban atmospheres (5). Because
the measured OAwas not correlated with tracers
of incomplete combustion, such as black carbon
aerosol and carbon monoxide (Fig. 2), we can
rule out a combustion-related source. For reasons
outlined below, we argue that the OAwas largely
formed from vapors released from the oil and the
condensation of their atmospheric oxidation pro-
ducts onto existing particles. First, the mass flux
of OA increased with distance downwind of
DWH. Second, measured particle number size dis-

tributions indicated a growth in particle size
downwind of DWH (Fig. 2B). This rules out
wave-generated emission of aerosol from the sea
surface—a known source of aerosol in marine air
(15)—as the dominant source of OA in this case,
because it would have led to the same particle
sizes at all downwind distances. Total particle num-
ber concentrations, not shown here, remained
relatively constant between periods P1 and P2,
which, together with the observed increase in
aerosol mass (Fig. 2A), rules out coagulation as
the primary cause of the growth in particle size.

One further observation regarding the OA
is noted here but not explored in detail. Mass
spectral analysis of the aerosol (5) indicates that
both oxygenated organic aerosol (OOA) and
hydrocarbon-like organic aerosol (HOA) in-
creased in the aerosol downwind, with a larger
contribution from HOA than from OOA (Fig.
2A). Although HOA and OOA are typically

Fig. 1. (A) Flight track on 10 June 2010, with data points below 900 m color- and size-coded by the
measured concentration of organic aerosol. The gray area underlying the flight track represents the extent
of the oil slick derived from multiple satellite observations. (B and C) The area indicated by the white
square in (A) is shown in more detail in (B) and color- and size-coded by the measured C9-aromatics in (C).
Data from the periods P1 and P2, indicated in red in (C) with arrows indicating the flight direction, are
shown in more detail in Fig. 2. Degrees latitude and longitude are indicated along the y and x axes,
respectively.
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attributed to direct emission from combustion
sources and to secondary formation, respec-
tively, our results show that HOA can also be
formed in the atmosphere.

Aromatics and C8 to C11 alkanes are known
to be SOA precursors (16, 17) and were mea-
sured at very high mixing ratios downwind of
DWH (Fig. 1C), higher than typically observed
in urban areas (18, 19). However, the SOA was
not primarily formed from these VOCs, because
the observed OA plumewasmuch wider than the
VOC plume and because VOCs were not en-
hanced upwind from the OA plume. Instead, we
argue here that IVOCs evaporating from the oil
were the SOA precursors. As their evaporation is

slower, these species were transported on the sea
surface away from the area where the spilled oil
surfaced and were released to the atmosphere
from a wider area (Fig. 3A). Further evidence for
this conceptual model is obtained from the plume
widths of the measured VOCs, whose vapor pres-
sures span about two orders of magnitude. Fig-
ure 3B shows that close to DWH, the width of
the VOC plume increased with the molecular
weight of the VOC.

SOA was not additionally enhanced in the
narrow VOC plume despite very high mixing ra-
tios of precursors. Calculations with the Weather
Research and Forecasting model coupled with
Chemistry (WRF-Chem) indicates that the very

high VOC mixing ratios combined with moder-
ately enhanced NOx (1 to 5 parts per billion by
volume) resulted in low concentrations of hy-
droxyl radicals in the narrowVOC plume. There-
fore, only a small fraction of the measured VOCs
reacted to form SOA in the downwind distance
sampled by the aircraft.

What were the precursors of the SOA formed
downwind of DWH? We constructed a volatility
distribution of the oil (Fig. 4A)—that is, the mass
fraction as a function of the effective saturation
concentration C* (7)—using the hydrocarbon
composition of the spilled oil (4) and assuming
that the value of C* for a hydrocarbon is the same
as that for an n-alkane with the same number of
carbon atoms (fig. S2). Assuming that the evap-
oration rate of a compound is proportional to its
vapor pressure, we can fit the measured evapo-
ration curve for the spilled oil (fig. S1) using the
volatility distribution (Fig. 4A) and one free
parameter, A, that equates the evaporation rate of
each volatility class to A × C*. The best fit,
shown by the envelope of contributions from all
volatility classes in Fig. 4B, suggests that for
C* ≥ 108 mg m−3 (≤C8 hydrocarbons), evapora-
tion takes <1 hour. For C* = 104 to 107 mg m−3

(C9 to C18 hydrocarbons), evaporation takes place
on time scales varying from 1 to 1000 hours. For
C* ≤ 103 mg m−3 (≥C19 hydrocarbons), evap-
oration takes >1000 hours.

To relate the time scales for evaporation of the
precursor VOCs to spatial scales, we used an
offline Lagrangian particle transport model to
simulate surface oil trajectories on the basis of
hourly seawater velocity data from the Naval
ResearchLaboratory’sHYCOM-based 0.04°Gulf
of Mexico Ocean Prediction system (20, 21). In
the model, 1000 to 5000 particles representing
freshly surfaced oil were released within an area
of 4 km by 4 km, and their spreading on the sea
surface due to advection, wind drift, and pa-
rameterized subgrid scale diffusion was described.
From the time since surfacing, the model cal-
culates the area where emissions to the atmo-
sphere occur for species with evaporation lifetimes
of 1 to 1000 hours, respectively (Fig. 4C and fig.
S3). In the model, compounds that evaporate in
<10 hours are released to the atmosphere from a
small area near DWH, whereas compounds that
evaporate in >100 hours are released from an
area that is much larger than the extent of the
OA plume. We conclude that the compounds re-
sponsible for SOA formation were most likely
released on evaporation time scales of 10 to 100
hours. The best fit to the evaporation curve in
Fig. 4B suggests that on these time scales, evap-
oration is dominated by C* = 105 mg m−3 com-
pounds (C14 to C16 hydrocarbons), and we
conclude that these species were the most like-
ly precursors of the observed SOA. The effec-
tive saturation concentration (C*) equals the
ambient mass loading at which partitioning of
a compound shifts between the gas and con-
densed phases; a C* value of 105 mg m−3 is much
higher than ambient mass loading (~10 mg m−3),

Fig. 2. Time series of selected data from periods P1 and P2 (Fig. 1): (A) organic aerosol and its
contributions from hydrocarbon-like organic aerosol (HOA) and oxygenated organic aerosol (OOA), (B)
particle number size distributions, (C) black carbon (BC) aerosol, (D) aromatic volatile organic compounds
(VOCs), and (E) carbon monoxide (CO).
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which suggests that a substantial chemical trans-
formation of these hydrocarbon precursors must
take place to lower their volatility and produce
SOA. On the basis of the distance of the down-
wind transect P2 (Fig. 1C) to the DWH spill site
(45 km) and the average wind speed (5 m s−1),
we estimate that this chemical transformation oc-
curred in <3 hours.

How efficient was SOA formation from C* =
105 mg m−3 compounds over the oil? The total
leak rate of oil from DWH on 10 June was es-
timated to be 2.03 × 106 kg day−1 (4). Of this
total, 11% (2.2 × 105 kg day−1) is estimated to be
in the C* = 105 mg m−3 class (Fig. 4A). The flux
of OA farthest downwind of DWH (estimated
from the integral of the measured concentration
times orthogonal wind speed and multiplied by
the depth of the boundary layer) (4, 22) was 8 ×
104 kg day−1, which may be a lower estimate
because the aircraft did not sample across the full
width of the SOA plume (Fig. 1B). From these
numbers, we estimate the SOAyield for C* = 105

mg m−3 compounds to be ~36%, in approximate
agreement with laboratory studies (12).

Previous work has suggested that SOA for-
mation from SVOCs and IVOCs could be an
important source of aerosol in the United States
(12). However, field verification of this chemistry
has been difficult because SVOCs and IVOCs
are typically co-emitted with VOCs; for that

Fig. 3. (A) Conceptual
model describing the ob-
servations of VOCs and
organic aerosol down-
wind from the oil spill.
Oil from the leaking riser
pipe surfaces in a rela-
tively small area. Themost
volatile fraction of the oil
evaporates within hours,
leading to a narrow atmo-
spheric plume of VOCs
downwind from the spill
site. The less volatile frac-
tion takes longer to evap-
orate, during which time
the oil spreads over a
larger area. Organic ae-
rosol is formed from the
less volatile fraction and
is observed in a wider
plume downwind. (B)
Measurements of differ-
ent aromatic species short-
ly downwind from the oil
spill demonstrate that the
plume broadens as a func-
tion of decreasing volatili-
ty, in accordance with the
conceptual model. Mixing
ratios were normalized to their maximum value during this transect to facilitate the comparison of plume shapes.

Fig. 4. (A) Volatility distribution of oil spilled at
DWH derived from the oil composition. The num-
bers on the top axis indicate the number of carbon
atoms of the corresponding hydrocarbons. (B) Evap-
oration of oil as a function of time (blue circles) (14)
fit using the volatility distribution from (A). (C)
Modeled distribution of a compound that surfaces at
the DWH spill site and evaporates with a mean
lifetime of 1, 10, and 100 hours, respectively. The
blue curves outline the areas where concentrations
are ≥10% of the maximum value. The flight track
on 10 June 2010, color-coded by the measured
concentration of organic aerosol, is added for
comparison.
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reason, the SOA observed in polluted air cannot
be unambiguously attributed to formation from
SVOCs and IVOCs. The DWH oil spill provided
a unique look at this chemistry because the emis-
sions of VOCs, IVOCs, and SVOCswere spatially
separated and the importance of SOA formation
from IVOCs could be clearly demonstrated. These
results form a well-constrained case to improve
our quantitative understanding of IVOC chemis-
try, which will help to describe the importance of
IVOCs for SOA formation in other polluted re-
gions of the atmosphere.
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Catastrophic Drought in the Afro-Asian
Monsoon Region During Heinrich Event 1
J. Curt Stager,1,2* David B. Ryves,3 Brian M. Chase,4,5 Francesco S. R. Pausata6,7,8

Between 15,000 and 18,000 years ago, large amounts of ice and meltwater entered the North
Atlantic during Heinrich stadial 1. This caused substantial regional cooling, but major climatic
impacts also occurred in the tropics. Here, we demonstrate that the height of this stadial, about
16,000 to 17,000 years ago (Heinrich event 1), coincided with one of the most extreme and
widespread megadroughts of the past 50,000 years or more in the Afro-Asian monsoon region,
with potentially serious consequences for Paleolithic cultures. Late Quaternary tropical drying
commonly is attributed to southward drift of the intertropical convergence zone, but the broad
geographic range of the Heinrich event 1 megadrought suggests that severe, systemic weakening
of Afro-Asian rainfall systems also occurred, probably in response to sea surface cooling.

Meridional repositioning of the inter-
tropical convergence zone (ITCZ), the
primary source of rainfall in most of

the tropics, is thought to have been a major source
of hydrological variability during the late Quater-
nary (1–4). For example, ice sheet expansion forced
the mean latitudinal position of the ITCZ south-
ward along with other atmospheric circulation
systems in the Northern Hemisphere during the
Last Glacial Maximum (3), and abrupt North
Atlantic cooling during deglacial melting and ice-

rafting episodes such as Heinrich stadial 1 (HS-1),
along with associated reductions of marine me-
ridional overturning circulation (MOC), is also
thought to have had a similar effect on rain belts
associated with the ITCZ (1, 3, 4). Some model
simulations of Northern Hemisphere climatic
changes associated with HS-1 indicate a south-
ward drift of up to 10 latitudinal degrees (2). Most
of northern Africa became unusually dry around
16 to 17 thousand calendar years ago (ka) during
the HS-1 ice-rafting peak of Heinrich event 1 (H1),
including the Sahara and Sahel (5), Ethiopia (6),
and the Red Sea region (7), as did most of south-
ern Asia (8–11) (Figs. 1 and 2). Affecting most of
the northern Old World tropics, this arid episode
brought some of the most severe drought con-
ditions of the past 50,000 years or more to many
of the terrestrial sites that cover such long time
periods in detail (Fig. 2 and SOM Text).

Under such circumstances, a more southerly
positioned ITCZ would presumably deliver less
rain to the northern tropics while causing little
change near the equator and wetter conditions
in the southern tropics. However, a relative scar-
city of high-resolution paleoclimate records from
much of the inner and southern tropics has left

this commonly cited hypothesis sparsely tested,
particularly in Africa. This, in turn, has also lim-
ited understanding of the effects of major events
such as H1 on global climates. We present a col-
lection of new and recently published records
fromAfrica that register severe aridity in the equa-
torial and southern tropics about 16 to 17 ka,
thereby showing that the H1 megadrought ex-
tended far beyond the northern tropics and was
therefore one of themost intense and far-reaching
dry periods in the history of anatomically modern
humans. Together, these records also show that
southward drift of the ITCZ cannot have been the
only cause of low-latitude drought during H1,
and instead suggest that a substantial weakening
of tropical rainfall systems also occurred.

If the ITCZ did shift several degrees south-
ward over Africa and Asia during H1, it should
still have delivered rains to equatorial regions
once or twice annually unless the latitudinal shift
was unrealistically large, on the order of 20° ormore.
However, extreme equatorial drying centered on
16 to 17 ka also occurred in northern Tanzania
[(12) and this study], Ghana (13), and the Niger-
Sanaga and Congo watersheds (14, 15) (Fig. 1),
as well as in Borneo on the opposite side of the
Indian Ocean (16), much as it did in the more
northerly reaches of the tropics from the Medi-
terranean Basin to the western Pacific (Figs. 1 to
3 and SOM Text).

A dramatic event associated with these equa-
torial changes was the desiccation of Lake Vic-
toria, East Africa (Fig. 1), which today is the
world’s largest tropical lake. With rainfall over
thewatershed possibly reduced to less than a quarter
of its present amount (7), the lake dried out twice
between 15 and 18 ka, although the timing of the
two low stands has previously been unclear (SOM
Text). We present here radiocarbon dates and
diatom records from two cores, which show that
the first of these low stands occurred about 16 to
17 ka (Fig. 3D) (17). The disappearance of Lake
Victoria would have had severe ecological im-
pacts on regional ecosystems and cultures from
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