
tion [figure 1 in (5)]. These results suggest
that there are problems (7) with the indi-
rect slope method used by Cess et al. (3).
For example, the slope results in figure 6 in
the report by Pilewskie and Valero (5) pre-
dicts that a cloud of 45% albedo absorbs in
excess of 40% of the incident solar radia-
tion, a result unsupported in their figure 1.
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Response: Stephens reflects a traditional
viewpoint in stating that cloud "absorption
occurs in place of rather than in addition to
clear sky absorption." This is why theoretical
cloud radiative transfer models predict
roughly the same clear-sky and cloudy-sky
(all-sky) solar absorption. But independent
studies by Ramanathan et al. (1), Cess et al.
(2), and Pilewskie and Valero (3) indicate
that real clouds (or clouds plus atmosphere)
absorb more solar radiation than do models.
Stephens interprets the data in the report by
Cess et al. (2) with the use of an atmospheric
radiation model that adopts conventional
plane-parallel clouds. He implements into
this model a wavelength-dependent en-
hanced cloud absorption without adequate
explanation; there are an infinite number of
ways this calculation could be done, with
probably infinite possible conclusions.

Stephens states that a "significant prob-
lem of the analysis by Cess et al. is the
assertion that reflection is a function of
transmission," which refers to the albedo
versus transmittance regression. But as was
demonstrated (2) for the Boulder-GOES
data (obtained from the Geostationary Op-
erational Environmental Satellite), the re-
gression analysis was consistent with a di-
rect determination of shortwave (SW)
cloud-radiative forcing at the surface,
Cs(S), and at the top of the atmosphere, CS
(TOA). This produced C,(S)/C,(TOA) =
1.46, a value that is in agreement with 1.41
from the regression analysis. Similar C,(S)/
C,(TOA) values were obtained in the other
studies (1-3). In contrast, theoretical mod-
els produce C,(S)/Cs(TOA) 1, and this
difference can only be explained by the
models underestimating cloudy-sky absorp-
tion relative to clear-sky absorption (1-3).

Cess et al. (2) adopted the regression
analysis for two reasons. First, only surface
insolation was available at the other sites so
it was not possible to directly determine
Cs(S). Second, the regression analysis did
not require clear-sky identification of the
surface measurements, which was difficult
to determine for some data. But it is a
simple task to demonstrate [in a manner
analogous to what was done for the Boul-
der-GOES data, and using data for which
we can confidently identify clear surface
measurements (4)] that the regression anal-
ysis is consistent with an alternate treat-
ment of TOA and surface measurements.
With ot denoting the TOA albedo and T

SCIENCE * VOL. 271 * 23 FEBRUARY 1996

the atmospheric transmittance (surface in-
solation divided by TOA insolation), it is
straightforward to show that

Aoa/AT = - (N-NJ)/(I-Ij) (1)
where N is the net downward SW radiation
at the TOA, I is the surface insolation, and
NC and IC refer to clear-sky conditions. One
can compare Aot/AT (Fig. 1) as evaluated
from regressions to that determined from Eq.
(1), which addresses the issue of temporal
and spatial sampling errors raised by Ste-
phens. Equation 1 requires only that such
errors be random so that they average to zero
when evaluating the numerator and denom-
inator of Eq. 1. The at versus T regression,
however, explicitly requires all errors to be in
the satellite measurements; if they were in
the surface measurements, then a T versus ot

regression would be required, and A/-/AT
would be increased by the factor 1/R2, where
R is the correlation coefficient. Sampling
errors are attributable to the satellite mea-
surements as demonstrated by the agreement
between Eq. 1 and Aot/AT as evaluated from
the at versus T regression (Fig. 1). If it were
more appropriate, as Stephens suggests, to
consider T as a function of ax, then Eq. 1
should agree with Aot/AT as determined
from the T versus at regression. This is not
the case (Fig. 1), except for Oklahoma,
where the large R makes the choice of the
regression immaterial.

The reason that sampling errors are not
attributable to the surface measurements is
partially a result of temporal averaging of the
surface measurements. Sampling errors occur
because the satellite pixel measurements are
instantaneous and over a grid that is much
larger than the field of view of an upward
facing pyranometer. For example, a single iso-
lated cloud could significantly impact the sur-
face measurement while having little impact
on the satellite measurement; the reverse
would occur if there were clouds over most of
the satellite grid, but not over the surface
instrument. But cloud systems move, so that
temporally averaging the surface measure-
ments is equivalent to spatially averaging
them over the satellite grid. The Oklahoma
data demonstrate this point: The regression R

-1.2 *-(N - NC)/(/ - JC) al/T DT/la
-0.9 -

-0.6-~

-0.0
Am. Boulder Cape Okla-

Samoa GOES Grim homa
(0.802) (0.911) (0.793) (0.982)

Fig. 1. Aox/AT determined from Eq. 1, from an ot

versus Tregression, and from a Tversus a regres-
sion, for four geographically diverse locations.
Correlation coefficients are indicated at bottom.
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Fig. 2. (A) a versus T correlation coefficients
(Oklahoma) as a function of the surface averaging
period, which constitutes an average of the near-
instantaneous surface measurements temporally
centered about the time of the instantaneous sat-
ellite measurements. (B) Ac/VATfor a single station
(Reedsburg) of the Wisconsin pyranometer net-
work as a function of the surface averaging period
at that site and as determined by spatially averag-
ing the entire 11 stations within the network. All-
station spatial averages adopt 1-minute surface
averages and are invariant to the Reedsburg av-
eraging period. The Reedsburg correlation coeffi-
cients are shown, and R = 0.962 for the all-station
spatial average.

is a maximum for a surface averaging period of
roughly 60 minutes (Fig. 2A), which is the
averaging period used for that data. The Wis-
consin data (2) directly demonstrate equiva-
lence between temporal and spatial averaging.
The surface measurements are from a network
of 11 pyranometers located within a roughly
0.80 x 0.8° grid. The data are available as

1-minute means, and when spatially averaged
over all stations the resulting Aot/AT is com-
parable to that for a single station (Reedsburg)
when the single-station measurement has
been temporally averaged (Fig. 2B). For the
other sites the surface measurements were

available as 1-hour (American Samoa and
Boulder) or half-hour (Cape Grim) means,

and these temporal averages should minimize
spatial sampling errors associated with the
surface measurements as is consistent with
Fig. 1A.

The issue raised by Stephens conceming
undersampling of boundary fluxes is an argu-
ment often applied to aircraft measurements
of an isolated cloud and refers to radiation
escaping from the sides of the cloud that is not
captured by the instruments above and below
that cloud. Thus the cloud "appears" to ab-
sorb excess SW radiation because of this loss
of unmeasured energy. But this isolated-cloud
argument is not appropriate to our satellite-
surface measurements, nor to the aircraft mea-

surements made by Pilewskie and Valero (3),
both of which refer to cloud systems. A study
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Fig. 3. Difference between /- Ic for CCM2 versus
the observed quantity in relation to the dayside-
mean observed surface insolation. The numbers
in parentheses under each site name represent
A(I - /C), Wm-2. These data refer to dayside
means and thus represent the measurement sig-
nal, in contrast to 24-hour means that are appro-
priate for energy budget considerations.

using a three-dimensional cloud model (5)
concluded that the "simulation suggests that
the shortwave absorptance of inhomogeneous
clouds can be evaluated reasonably by means

of appropriate spatial average." The point is
that the "large positive and negative excur-

sions-to-absorption" discussed by Stephens
compensate when spatial averaging (3) or

temporal averaging (2) is performed.
Differences between the current obser-

vations and models (as demonstrated in Fig.
3 with reference to version 2 of the Nation-
al Center for Atmospheric Research Com-
munity Climate Model) are large and con-

stitute a signal in excess of uncertainties
associated with the measurements (6).
These model-versus-observational differ-
ences, A(I - Ic), were evaluated so that N
- NC for CCM2 was constrained to that of
the observations, thus removing differences
in the TOA radiation budget. The I -C
comparison also isolated cloud effects by
removing model-versus-observational dif-
ferences in clear-sky insolation. This com-

parison indicates that the model's clouds
are underpredicting cloud SW absorption
by overestimating cloudy-sky surface inso-
lation relative to clear skies; we see no other
plausible explanation. For the four loca-
tions, this amounts to an average surface-
insolation overestimate by the traditional
model of nearly 10% (Fig. 3).
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Response: We address Stephens' criticisms of
our report (1) in the order in which they
appear in his comment. We find several
errors in his arguments.

Stephens argues that 20% absorption by
clouds, around the asymptotic limit predict-
ed by theory (2), is in close agreement with
the aircraft measurements in our report (1).
However, our report states that (1) "maxi-
mum absorption approaches 30% of the
solar constant" indicating, contrary to Ste-
phens' statement, that the aircraft results
are not consistent with current understand-
ing. We have reproduced (Fig. 1) in units of
fractional absorption, the measurements of
figure 2 in our report.

Not all of the absorption by cloud occurs
in place of (rather than in addition to) clear
sky absorption, as Stephens suggests, but
because there is considerable overlap in the
absorbing bands of condensed water and
water vapor, some cloud absorption occurs
in place of clear sky absorption. We used
this fact to adjust our estimate of cloud
forcing ratio between the two aircraft to the
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