programmable quantum system consisting of merely 50 to 100 qubits could have a marked impact on scientific research. Although such a platform is naturally suited to address problems in quantum chemistry and materials science (1–4), applications extend to fields as diverse as classical dynamics (5) and computer science (6–9). An important milestone on the path toward realizing these applications will be the demonstration of an algorithm that exceeds the capabilities of any classical computer, thus achieving quantum supremacy (10). Sampling problems are an iconic example of algorithms designed specifically for this purpose (11–14). A successful demonstration of quantum supremacy would prove that engineered quantum systems, although still in their infancy, can outperform the most advanced classical computers.

Consider a system of coupled qubits whose dynamics uniformly explore all accessible states over time. The complexity of simulating this evolution on a classical computer is easy to understand and quantify. Because every state is equally important, it is not possible to simplify the problem by using a smaller truncated state-space. The complexity is then simply given by how much classical memory it takes to store the state vector.

The complexity of simulating the evolution of a classical computer is easy to understand and quantify. Because every state is equally important, it is not possible to simplify the problem by using a smaller truncated state-space. The complexity is then simply given by how much classical memory it takes to store the state vector.

Storing the state of a 46-qubit system requires nearly a petabyte of memory and is at the limit of the most powerful computers (15, 16). Sampling from the output probabilities of such a system would therefore constitute a clear demonstration of quantum supremacy. Note that this is an upper bound on only the number of qubits required—other constraints, such as computation time, may place practical limitations on even smaller system sizes.

In this study, we illustrate a blueprint for demonstrating quantum supremacy. We present data characterizing two basic ingredients required for any supremacy experiment: complexity and fidelity. First, we show that the qubits can quasi-uniformly explore the Hilbert space, providing an experimental indication of algorithm complexity (see (16) for a formal discussion of computational complexity). Next, we compare the measurement results with the expected behavior and show that the algorithm can be implemented with high fidelity. Experiments probing complexity and fidelity provide a foundation for demonstrating quantum supremacy.

The more control a quantum platform offers, the easier it is to embed diverse applications. For this reason, we have developed superconducting qmon qubits, which are based on transmon qubits (17–19) and can be simulated efficiently (20). In Fig. 2, we use the measured probabilities to show that the dynamics uniformly explore the Hilbert space for experiments carried out with a higher number of excitations. This means that if we start in a state with half of the qubits excited, we should also end in a state with half of the qubits excited. However, most experimental errors do not obey this symmetry, allowing us to identify and remove erroneous outcomes.

Although the measured probabilities appear largely random, they provide important insight into the quantum dynamics of the system. A key feature of these data sets are the rare, taller-than-average peaks, which are analogous to the high-intensity regions of a laser’s speckle pattern. These highly likely states serve as a fingerprint of the underlying evolution and provide a means for verifying that the desired evolution was properly generated. The distribution of these probabilities provides evidence that the dynamics coherently and uniformly explore the Hilbert space.

In Fig. 2, we use the measured probabilities to show that the dynamics uniformly explore the Hilbert space for experiments carried out with a higher number of excitations. This means that if we start in a state with half of the qubits excited, we should also end in a state with half of the qubits excited. However, most experimental errors do not obey this symmetry, allowing us to identify and remove erroneous outcomes. Although this symmetry helps to reduce the impact of errors, it slightly reduces the size of the Hilbert space. For N qubits, the number of states is given by the permutations of N/2 excitations in N qubits and is approximately 2^N/\sqrt{N}. As an example, a 64-qubit system would access ~2^50 states under our protocol.
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five to nine qubits. We begin by measuring the output probabilities after five cycles for between 500 and 5000 distinct instances. To compare experiments with different numbers of qubits, the probabilities are weighted by the number of states in the Hilbert space. Figure 2A shows a histogram of the weighted probabilities where we find nearly universal behavior. Small probabilities (∼1/Nstates) appear most often, and probabilities as large as 4/Nstates show up with a frequency of ~1%. In stark contrast to this, we observe a tall, narrow peak centered at 1.0 for longer evolutions whose duration is comparable to the coherence time of the qubits.

A quantum system that uniformly explores all states is expected to have an exponential distribution of weighted probabilities. The solid line in Fig. 2A corresponds to such a distribution and is simply given by $e^{-\text{probability} \cdot N_{\text{states}}}$, which is also referred to as a Porter-Thomas distribution (14, 18). Although, in principle, approaching the universal form of the distribution takes exponential time, the nonuniversal deviations become small on a much shorter time scale that is linear in the number of qubits (14, 16). Note that the deviations from a purely exponential distribution are consistent with decoherence. The deviations scale with the number of qubits, and the histogram appears to be converging to the incoherent distribution shown in green.

A measure of algorithm complexity is a key ingredient for demonstrating quantum supremacy. We argue that evolution under the Hamiltonian in Eq. 1 cannot be efficiently simulated on a classical computer under plausible assumptions (16). The experimental results in Fig. 2A suggest that we can coherently evolve the system for long enough to realize this computationally notable regime.

In Fig. 2B, we illustrate the number of cycles necessary for the system to uniformly explore all states by comparing the measured probabilities to an exponential distribution. After each cycle, we compare the measured histogram to an exponential decay. The distance between these two distributions is measured using the Kullback-Leibler divergence $D_{KL}$

$$D_{KL} = S(P_{\text{measured}}, P_{\text{exponential}}) - S(P_{\text{measured}})$$

where the first term is the cross-entropy between the measured distribution $P_{\text{measured}}$ and an exponential distribution $P_{\text{exponential}}$, and the second term is the self-entropy of the measured distribution. The entropy of a set of probabilities is given by $S(P) = -\sum_i p_i \log(p_i)$ and the cross-entropy of two sets of probabilities is given by $S(P, Q) = -\sum_i p_i \log(q_i)$. Their difference, the Kullback-Leibler divergence, is zero if and only if the two distributions are equivalent.

We find that the experimental probabilities closely resemble an exponential distribution after just two cycles. For longer evolutions, decoherence reduces this overlap. These results suggest that we can generate very complex dynamics with only two pulses, a surprisingly small number. However, rather than breaking up the evolution into two-qubit gates, we allow the entire system to interact at once.

In Fig. 3A, we show that the desired evolution of each output state given equal likelihood—is the behavior that we observe after many cycles. This is the behavior that we observe after many cycles. When the distances between the measured and expected probabilities are small, the fidelity approaches 1. When the measured probabilities approach an incoherent mixture, the fidelity approaches 0.

In Fig. 3A, we show that the desired evolution can be implemented with high fidelity. We find that at short times the fidelity decays linearly with an increasing number of cycles (fits to the data are shown as dashed lines). The slope of these lines measures the error per cycle; this slope is shown in the inset for each number of qubits. We find that the error scales with the number of qubits at a rate of $\sim 0.4\%$ per qubit per cycle. If such an error rate extends to larger systems, we will be able to perform 60-qubit experiments of depth $2$ with a fidelity $>50\%$. These results provide promising evidence that quantum supremacy may be achievable with the use of existing technology.

Predicting the expected probabilities is a major challenge. First, substantial effort has been taken to accurately map the control currents to Hamiltonian parameters; the detailed procedure...
for constructing this map is outlined in (16). Second, we model the Hamiltonian using only single-qubit calibrations, which we find to be accurate even when all of the couplers are used simultaneously. This is a scalable approach to calibration.

Third, when truncating the Hamiltonian to two levels, we find poor agreement with both an exact theoretical model and experimental results. We find that a three-level description must be used to account for virtual transitions to the second excited state during the evolution. When including these states, truncating to a fixed number of excitations lowers the size of the computational Hilbert space from $3^N$ to approximately $0.15 \times 2.42^N$ (table S1): Thus, a nine-qubit experiment requires accurately modeling a 444-dimensional unitary operation. Determining how many of these states are needed for sufficient accuracy depends on the magnitude of the coupling and is an open question, but the number should scale somewhere between $2.0^N$ and $2.5^N$. The predictions are overlaid onto the data in Fig. 1C and show excellent agreement.

In Fig. 3B, we show how techniques from machine learning were achieved to low error rates. To set the matrix elements of the Hamiltonian, we built a physical model for our gmon qubits. This model is parameterized in terms of capacitances, inductances, and control currents. The parameters in this model were calibrated using the fidelity as a cost function for optimizing a search algorithm to find offsets in the control model that minimize the error (1 - Fidelity). Figure 3B shows the error, averaged over cycles, versus the number of optimization steps. Before training the model, the data were split into two halves: a training set (red) and a verification set (black). The optimization algorithm was used only to access the training set, whereas the verification set was used only to verify the optimal parameters.

We find that the error in both the training set and the verification set fall considerably by the end of the optimization procedure. The high degree of correlation between the training and verification data suggests that we are genuinely learning a better physical model. Optimizing over more parameters does not further reduce the error. This suggests that the remaining error is not the product of an inaccurate control model but rather results from decoherence. Using the cross-entropy as a cost function for optimizing the parameters of a physical model was the key to achieving high-fidelity control in this experiment.

It is important to note how these experiments might change at the level of a few tens of qubits. At this level, it becomes exponentially unlikely that any state will appear twice, making it impractical to measure probabilities in an experiment. However, even for these large systems, sampling from the output states is sufficient to determine the fidelity (14). Therefore, the distribution of probabilities can be inferred from the classical computations, and a high-fidelity experimental result indicates that we are likely solving a difficult computational problem.

Ideally, in addition to exponential complexity and high fidelity, a quantum platform should offer valuable applications. In Fig. 4, we illustrate applications of our algorithms to many-body physics where the exponential growth in complexity is a substantial barrier to ongoing research (19–24). By varying the amount of disorder in the system, we are able to study disorder-induced localization. This is done using two-body correlations

$$\langle i | \hat{n}_i \hat{n}_j \rangle - \langle \hat{n}_i \rangle \langle \hat{n}_j \rangle$$

\[ (4) \]
which we average over qubit pairs, cycles (number of coupler pulses), and instances (choice of randomly selected pulse parameters). In Fig. 4A, we plot the average two-body correlations against the separation between qubits. This experiment is performed for both low and high disorder in the qubit frequencies (shown in gold and blue, respectively). Figure 4B depicts the results of our experiment as we continuously vary the amount of disorder.

At low disorder, we find that the correlations are independent of separation: qubits at opposite ends of the chain are as correlated as nearest neighbors. At high disorder, the correlations fall off exponentially with separation. The rate at which this exponential decays allows us to determine the correlation length. A fit to the data is shown in Fig. 4A as a solid blue line where we find a correlation length of roughly four qubits. The study of localization and delocalization in interacting systems provides a promising application of our algorithms.

REFERENCES AND NOTES

16. See supplementary materials.
Scaling up to supremacy

Quantum information scientists are getting closer to building a quantum computer that can perform calculations that a classical computer cannot. It has been estimated that such a computer would need around 50 qubits, but scaling up existing architectures to this number is tricky. Neill et al. explore how increasing the number of qubits from five to nine affects the quality of the output of their superconducting qubit device. If, as the number of qubits grows further, the error continues to increase at the same rate, a quantum computer with about 60 qubits and reasonable fidelity might be achievable with current technologies.
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