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1 The Standard ML Approach for Designing Machine Learning Algorithms

When designing a machine learning algorithm using the current standard ML approach, the first step is to mathematically define what the algorithm should try to do—the goal of the algorithm. At an abstract level, this goal has the same form for almost all machine learning problems: find a solution $\theta^*$, within some feasible set $\Theta$, that maximizes an objective function $f : \Theta \to \mathbb{R}$. That is, the algorithm should search for an optimal solution

$$\theta^* \in \arg \max_{\theta \in \Theta} f(\theta).$$  \hfill (S1)

A simple example is the design of an algorithm to solve a regression problem. Let $X$ and $Y$ be dependent real-valued random variables. The goal is to estimate $Y$ given $X$. The first step is to specify the feasible set $\Theta$ to be a set of estimator functions chosen to model the relationship between $X$ and $Y$. Each function $\theta \in \Theta$ takes a real number as input and produces a real number as output, that is, $\theta : \mathbb{R} \to \mathbb{R}$.

We might then define the objective function to be the negative mean squared error (MSE):

$$f(\theta) := -\mathbb{E} \left[ (\theta(X) - Y)^2 \right].$$  \hfill (S2)

This completes the specification of what the algorithm should do, and so one can begin working on how the algorithm should do it. For example, we might have the algorithm construct an estimate $\hat{f}$ of $f$ using data consisting of $m$ realizations of $(X,Y)$, that is, $(x_i, y_i)$ for $i = 1, \ldots, m$. For example, $\hat{f}$ could be the negative sample MSE:

$$\hat{f}(\theta) := -\frac{1}{m} \sum_{i=1}^{m} (\theta(x_i) - y_i)^2,$$  \hfill (S3)

and the algorithm could return an element of $\arg \max_{\theta \in \Theta} \hat{f}(\theta)$.

Similarly, for a classification problem, $\Theta$ would be a set of classifiers and $f$ a notion of how often the classifier selects the correct labels [43, 44, 45]. For an unsupervised learning problem, one might define $\Theta$ to be a set of statistical models and $f(\theta)$ to be a notion of how similar $\theta$ is to a target model [46].

The same steps are required to design an algorithm for a reinforcement learning problem. In this case, we might define $\Theta$ to be a set of policies (functions that map states to probability distributions over actions) and $f$ to be an objective function such as the expected discounted return [47]. We might then design an algorithm that searches for a solution $\theta$ that maximizes an estimate $\hat{f}(\theta)$ of $f(\theta)$ constructed from a sample of state-action-reward trajectories, or we might design an algorithm like $Q$-learning [48] that indirectly maximizes $f$ by optimizing a related function.

2 Limitations of the Standard Approach

Once a machine learning expert has designed a machine learning algorithm, the algorithm can be used as a component of a larger system, which we will call the agent, that uses one or more machine learning algorithms for a particular application, or range of applications. We
call the person designing the agent the *user* of the machine learning algorithm. The user can be nearly anyone, from a child working with LEGO Mindstorms, to a businessperson using Microsoft Excel to fit a line to data points, to a (non-computer) scientist using data analysis tools to analyze research data, to a machine learning researcher using reinforcement learning for part of a controller of an autonomous vehicle. The primary limitation of the standard ML approach to designing a machine learning algorithm is that it does not make it easy for an algorithm’s user (who may or may not be a machine learning expert) to specify and regulate the desirable and undesirable behavior of the agent. Although in principle there might be definitions of \( \Theta \) and \( f \) that prevent the algorithm from leading to undesirable behavior, in practice there is no way for the user to know these definitions without performing additional data analysis that can be challenging even for a machine learning expert.

As an example, consider a reinforcement learning application where an artificial neural network is used to control a robot. In this context, the feasible set \( \Theta \) is a set of neural networks (typically with the same structure, but different weights), each of which would cause the robot to behave differently. Reinforcement learning algorithms can be used to search for an artificial neural network within \( \Theta \) that performs well in terms of some user-defined performance measure. The user of a reinforcement learning algorithm might want to implement Asimov’s first law of robotics, which essentially states that a robot may not harm a human [49]. However, the user of the algorithm typically does not know whether any particular artificial neural network \( \theta \) will cause the robot to harm a human or not. This means that the user of the algorithm cannot specify \( \Theta \) to only include artificial neural networks that produce safe behavior. Additionally, since most reinforcement learning algorithms are not guaranteed to produce an optimal solution given finite data, simply adding a penalty into the objective function to punish harming a human does not preclude the algorithm from returning a suboptimal solution (artificial neural network) that causes harm to a human. This means that the user of the algorithm has no easy way to constrain the behavior of the agent—the user of the algorithm must have deep knowledge of the environment that the robot will be faced with, what each artificial neural network \( \theta \in \Theta \) does, and how the reinforcement learning algorithm works, to ensure that the reinforcement learning algorithm will not cause the robot (agent) to harm a human.

### 2.1 An Example

As an illustrative example we consider a problem for which it is difficult to prevent undesirable behavior. The example concerns the *fairness* of one of the most widely used and well-studied data analysis tools: linear regression. While fairness of machine learning algorithms is an important topic of considerable current interest and research [50, 3, 51], we emphasize that the new approach we are proposing is not limited to addressing this issue. Here, fairness (or lack thereof) merely provides an accessible example of an algorithm’s misbehavior that our approach is designed to mitigate.

The goal in our illustrative example is to predict the aptitudes of job applicants based on numerical values describing the qualities of their résumés. Although later we consider a similar problem using advanced regression algorithms and actual data, here we use synthetic data and only consider linear regression algorithms. We show how linear regression algorithms designed using the standard ML approach can result in predictions of applicant performance
that systematically discriminate against a group of people (such as people of one gender or race).

Let each applicant be in one of two sets, \(A\) and \(B\). For example, \(A\) could be the set of all possible female applicants and \(B\) could be the set of all possible male applicants.\(^1\) We call the group that the applicant belongs to his or her type. We are given a training set that contains data describing the résumés of \(m = 1,000\) previous applicants, the applicants' actual aptitudes (as determined by their observed performances), and their types. For each \(i \in \{1, \ldots, m\}\), let \(x_i \in \mathbb{R}\) be a number describing the quality of the \(i\)th applicant’s résumé, let \(y_i \in \mathbb{R}\) be a measure of the applicant’s actual aptitude (which we would like to predict given \(x_i\)), and let \(t_i \in \{0, 1\}\) be an indicator of the applicant’s type: \(t_i = 0\) if the applicant is in \(A\) and \(t_i = 1\) if the applicant is in \(B\). For simplicity, we assume that all terms, \(x_i\) and \(y_i\), have been normalized so that they each are in the interval \([-3, 3]\).

We are tasked with using the training set to find a linear estimator (an affine function) \(\hat{y}(x, \theta) := \theta_1 x + \theta_2\) that predicts \(y\) given \(x\), where \(x\) is the number describing the quality of a new applicant’s résumé, \(y\) is the unknown aptitude of this new applicant, and the vector \(\theta := [\theta_1, \theta_2]^\top\) is a weight vector in the feasible set \(\Theta = \mathbb{R}^2\). Although each applicant’s type is available in the training set, we do not assume that we will know a new applicant’s type: résumés do not typically include applicants’ genders or ethnicities. If our estimator is used to filter actual résumés submitted to a company so that only a subset of applications receive human review, as described by Weber [16] and Miller [52], then to comply with anti-discrimination laws, we might want to ensure that our estimator does not produce racist or sexist behavior, meaning that it does not discriminate against people in \(A\) or \(B\).

Of many ways that we might choose to define undesirable discrimination behavior, we choose one for illustrative purposes. We do not suggest that this definition captures all possible types of discrimination. It is rather one example of behavior that cannot easily be precluded when using algorithms designed using the standard ML approach to designing machine learning algorithms. Intuitively, we define undesirable discrimination behavior to occur when the algorithm produces predictions that are, on average, too high for people of one type and too low for people of the other type. Importantly, we do not consider it to be undesirable discriminatory behavior if the algorithm produces larger predictions, on average, for people of one type, since people of one type might actually have higher aptitudes on average. However, if the algorithm’s result over-predicts the performance of men by 10% and under-predicts the performance of women by 10%, on average, then we would say that the algorithm discriminates against women.

To formalize this notion, we define the following discrimination statistic, \(d(\theta)\): \(d(\theta) := E\left[ u(\hat{y}(X, \theta) - Y) \mid T = 0 \right] - E\left[ u(\hat{y}(X, \theta) - Y) \mid T = 1 \right] \) (S4)

where \(X, Y,\) and \(T\) are random variables that denote the numerical measure of résumé quality, actual aptitude, and applicant type, \(u : \mathbb{R} \to \mathbb{R}\) is a utility function, and (a) and (b) respectively indicate how much the estimator over-predicts on average for people in \(A\) and \(B\). The utility function, \(u\), determines the relative importance of different amounts of over- and under-prediction. For simplicity here we assume that \(u\) is the identity function.

\(^1\)For simplicity and to match the data that we use later, we consider the simplified binary-gender setting.
Given a training set that contains data from 1,000 past applicants, we would like to apply a linear regression algorithm to get accurate predictions of applicant aptitudes while simultaneously ensuring that the absolute value of the discrimination statistic, $|d(\theta)|$, is small. Fig. S1 shows an example training set along with the linear estimator produced by least squares linear regression.

![Fig. S1](image.png)

**Fig. S1.** An example of a training set from the illustrative example. This figure depicts the information that the user is given when applying a linear regression algorithm. The user does not know the true underlying distribution of the data, but rather only has these $m = 1,000$ samples. The black line is the linear estimator produced by least squares linear regression.

Since the linear regression algorithm’s objective is to make accurate predictions, we might expect it to be impartial as to whether people are in $A$ or $B$, and so it should not tend to produce discriminatory behavior: its impartiality should make it fair to all people. However, this is not always the case, as we can illustrate using our example. Suppose that the problem has the following properties, which are unknown to the algorithm’s user: future applicants are in $A$ and $B$ with equal probability, and the training set has an equal number of applicants of each type; $Y \sim \mathcal{N}(1,1)$ if $T = 0$ and $Y \sim \mathcal{N}(-1,1)$ if $T = 1$, where $\mathcal{N}(\mu, \sigma^2)$ denotes the normal distribution with mean $\mu$ and standard deviation $\sigma$; $X \sim \mathcal{N}(Y, 1)$ (an applicant’s résumé quality is equal to their true aptitude, plus random noise with a standard normal distribution); the training set, $D = \{(X_i, Y_i, T_i)\}_{i=1}^m$, contains $m = 1,000$ realizations of $X, Y,$ and $T$.

Given these properties, we generated 10,000 independent training sets, each containing data from $m = 1,000$ applicants. We computed the least squares linear fits for each data set and computed the true discrimination statistic, $d(\theta)$, for each of the resulting linear estimators using our (but not the user’s) knowledge of the true distribution of the data. The mean discrimination statistic was $-0.67$, which is a large amount of discrimination in favor of people in group $B$, given that applicant aptitudes tend to be in the range $[-3, 3]$. Fig. S2 shows the least squares linear fits for all of the 10,000 trials.
Fig. S2. Linear fits from least squares regression for 10,000 trials using transparent lines to show the distribution of the linear estimators. The background contains 5,000 realizations of \((X, Y, T)\) to give an idea about the true underlying distribution of the data. The lines tend to over-predict for red points (people of type \(T = 1\)) and under-predict for blue points (people of type \(T = 0\)).

2.2 Potential Remedies

Computers do not have an inherent desire to produce undesirable behavior (for example, to harm humans or to be racist or sexist) and the user of an algorithm typically will not provide the algorithm with direct incentives to produce undesirable behavior. It is therefore tempting to rely on the impartial nature of the machine learning algorithm—the fact that it was not instructed to produce undesirable behavior. However, as our example illustrates for the case of discriminatory behavior of linear regression, a lack of direct incentives to produce undesirable behavior does not preclude undesirable behavior. Since we cannot rely on a machine learning algorithm designed using the standard ML approach to avoid undesirable behavior, a number of approaches can be taken in an attempt to remedy this problem. Before presenting our new approach, we describe a collection of possible cures, highlighting their shortcomings that our new approach avoids.

2.2.1 Determine and Combat the Root Causes of Undesirable Behavior

When undesirable behavior occurs, it is natural to wonder what the root cause of the behavior was. Was the undesirable behavior caused by improper use of a machine learning algorithm? Would a different way of using an algorithm designed using the standard ML approach preclude the undesirable behavior? In general: what could have been done differently by the user of the algorithm to cause the agent to not produce the undesirable behavior? This is the question that we do not want the user of an algorithm to have to answer, since it requires detailed knowledge of the problem to answer and is prone to being answered incorrectly. At a high level, our argument in favor of our new approach is that this process places an undue burden on the user of a machine learning algorithm, a user who may not be a machine
learning expert, and this burden should be shifted away from the user.

The severity of this burden is obvious for complicated problems: the user of a complicated reinforcement learning algorithm that tunes the weights in a neural network controlling a robot cannot be expected to know which weights or settings of the algorithm would result in the robot eventually harming a human. Perhaps less obviously, this problem impacts even simple data analysis algorithms, as illustrated by our linear regression example. What would be required to understand and mitigate the root causes of undesirable discriminatory behavior?

One possible cause of discriminatory behavior might be an imbalance in the training data. If more applicants from group $B$ are observed than applicants from $A$, then we might expect the regression algorithm to favor solutions that produce more accurate predictions for people in $B$, even if it results in worse predictions for people in $A$. However, this is not the cause of discriminatory behavior in our example because we defined the underlying applicant distribution so that there is no minority group.

Another possible cause of discriminatory behavior might be bias in the data set. If the training data set was biased so that it over-reported the aptitudes of applicants in $A$ relative to their true aptitude, then the regression algorithm would also be biased towards discriminating in favor of applicants in $A$. However, there is no additional bias in the training data of our example because the training and testing data come from the same distribution.

Perhaps the choice of a linear estimator is at fault. The least squares estimator may not be linear, and the closest linear approximation happens to discriminate. This suggests that using a more appropriate class of estimators might mitigate undesirable discriminatory behavior. This is straightforward to test in our example because we know the true underlying distribution of applicants. In the appendix of the supplementary materials we show that, for any résumé quality, $x$, the least squares estimate of aptitude (not just the sample least squares estimate) is $\hat{y}(x) = \frac{2}{3}x$, given the distributions we assumed. That is, the least squares estimates for each possible résumé quality $x$ is given by a linear function, and so the optimal estimator (in terms of MSE) is in our chosen function class.

Another possible cause of discriminatory behavior might be the use of finite data sets. Since the training set is finite and generated randomly, different data sets will result in different linear fits. Perhaps all the linear fits are centered around an estimator that does not discriminate, but the way that they vary about this estimator causes the absolute value of the mean discrimination statistic to be large. Because we know the underlying distribution of applicants, we can check this by solving for the single linear estimator that would be produced if given an infinite amount of data. Because the least squares estimator is linear, as discussed previously, with infinite data we would obtain the estimator $\hat{y}(x) = \frac{2}{3}x$ (with probability 1). Using our knowledge of the underlying distribution of applicants again, the discrimination statistic $d(\theta)$ for this estimator is $-0.67$. Thus, even if there were an infinite amount of data, the linear least squares regression algorithm still discriminates.

Another possible cause of discriminatory behavior could stem from the decision of whether the regression algorithm’s predictions can depend on the applicant’s type: whether the applicant is in $A$ or $B$. One might think that an algorithm could not possibly discriminate if it has no access to the applicants’ types, but this is not the case. The linear regression algorithm in our illustrative example is blind to the type of each applicant, but it still discriminates. Alternatively, one might expect the opposite: that if applicants’ aptitudes depend on their
types, then the algorithm should have access of the applicants’ types so that it can make fair predictions. For example, we could apply the least squares regression algorithm twice, once to data on applicants in $\mathcal{A}$, and once to data from applicants in $\mathcal{B}$. We could then use the $\mathcal{A}$ estimator to predict the aptitude of a new applicant if they are in $\mathcal{A}$, and the $\mathcal{B}$ estimator otherwise.

Three conditions must be met for this approach to be effective in precluding discrimination. First, the regression algorithm must have access to new applicants’ types, which may not be the case. Résumés likely will not include genders or ethnicities. Second, sufficient data must be available. If the available data is insufficient, then this approach might produce discriminatory behavior because the training data could be an unlikely sample that does not reflect the actual distributions of $X$, $Y$, and $T$. Determining the amount of data necessary for this scheme to limit discrimination with high probability would require the user to perform additional data analysis. Furthermore, one might conjecture that with small amounts of data, the expected value of the discrimination statistic will be close to zero. However, this is not always the case. Fig. S3 provides an example using a distribution of applicants that is different from the distribution used above. Regression with small amounts of data can still cause the expected value of the discrimination statistic to be large. The third requirement for mitigating discriminatory behavior using knowledge of applicants’ types is that the utility function must be the identity function. For every linear regression problem the estimator that minimizes the MSE (the actual MSE, not the sample MSE) causes the mean of the unsquared error to also be zero, and so this scheme results in a discrimination statistic close to zero given enough data. However, the estimator that minimizes the MSE does not necessarily cause the mean utility of the error to also be zero, and so utility functions other than the identity function can result in this scheme producing discriminatory estimators even given infinite data.

It should now be clear that the root cause of the discriminatory behavior is not obvious and can easily be overlooked or incorrectly attributed. This is particularly true if the user of the algorithm is not trained in data analysis methods. In our example, the actual root cause of discriminatory behavior when using ordinary least squares linear regression arises from the fact that the objective function calls for minimizing MSE, which is at odds with minimizing the discrimination statistic. To minimize the discrimination statistic, ideally to make it zero, requires the machine learning algorithm to return an estimator that does not minimize the MSE. The estimator that minimizes the (sample) MSE can still have mean errors that are different for people of different types. In this example the mean error of the least squares fit tends to be positive for people with low aptitudes and negative for people with high aptitudes. Because people in $\mathcal{B}$ tend to have lower aptitudes, minimizing the MSE results in discrimination in favor of people in $\mathcal{B}$.

In summary, although it might be possible to determine and combat the root causes of undesirable behavior, doing so can be difficult, error prone, and can require data analysis, even for simple well-understood algorithms like linear regression. However, so far we have discussed algorithms that were not designed with an explicit goal of allowing the user to control their behavior. We now review variants of algorithms designed using the standard ML approach that are intended to provide guarantees about the behavior of agents. Below we argue that our new approach addresses many of the shortcomings of these approaches to remediating a machine learning algorithm’s undesirable behavior.
2.2.2 Potential Remedy: Hard Constraints

Some optimization algorithms allow the user to place constraints on $\Theta$, such as the simplex algorithm for linear programs, which requires the user to define the feasible set using linear constraints [53]. Thomas et al. [54] and Le et al. [55] propose reinforcement learning algorithms that allow the user to specify a “safe” set of policies, and guarantee that the algorithms will always converge to policies contained in this safe set. However, these authors sidestep the question of how this safe set of policies can be determined by assuming that it is provided a priori. Determining which solutions are “safe” — which solutions do not result in undesirable behavior — can be difficult, requires detailed knowledge of the problem at hand, and can sometimes be impossible. Although some work has considered how hard constraints can easily be specified by a user, e.g., by providing examples of desirable and undesirable behavior [56], these approaches do not provide practical guarantees about the quality of the constraints that they produce.

Consider again our illustrative example. Without constraints, the feasible set is the set of all possible pairs of weights that define a line: $\Theta = \mathbb{R}^2$. We might wish to define the set of safe solutions $S \subseteq \mathbb{R}$ to be all of the solutions that result in discrimination statistics with magnitude at most some small value $\epsilon$. That is, $S := \{ \theta \in \mathbb{R}^2 : |d(\theta)| \leq \epsilon \}$. The resulting least squares algorithm could then be constrained to only consider solutions in $S$. The problem here is that we cannot know $S$ without knowledge of the underlying distribution of applicants: their types, aptitudes, and résumé qualities.

Nevertheless, constraints on the feasible set can be an effective means for precluding some specific definitions of undesirable behavior, provided that the user has access to detailed knowledge of the problem. For example, control theoretic algorithms have been developed that ensure (sometimes with high probability, rather than surely) that a system will never enter a predefined unsafe set of states [57, 58, 59, 60, 61, 62, 63, 64].

2.2.3 Potential Remedy: Soft Constraints

Rather than constrain $\Theta$, we might consider modifying $f$ (or an estimate $\hat{f}$ thereof) so that it penalizes undesirable behavior. These sorts of penalties in the objective function are
sometimes called soft constraints \[9\] because the algorithm is driven to satisfy them but has
the freedom to violate them to obtain a large improvement according to the original objective
function. Soft constraints are also sometimes called penalty functions and are related to
barrier functions \[65\], which penalize solutions that are close to the boundary of a feasible
set.

Although soft constraints can sometimes be effective, they have a significant drawback:
they require a parameter \(\lambda \in \mathbb{R}_{\geq 0}\) that scales the importance of the soft constraint relative
to the primary objective. If \(\lambda\) is set too far to one extreme, the algorithm will ignore the soft
constraint and focus entirely on the primary objective, which means that undesirable behavior
could result. If \(\lambda\) is set too far to the other extreme, the algorithm will ignore the primary
objective and focus solely on ensuring that undesirable behavior does not occur. Properly
selecting \(\lambda\) is not simple and requires additional data analysis that may be unreasonable to
expect from a user not trained in data analysis.

Again consider our illustrative example. Here we might introduce a soft constraint so
that the objective calls for the simultaneous minimization of the MSE and the absolute value
of the discrimination statistic. That is, if \(\Theta = \mathbb{R}^2\) so that each \(\theta \in \Theta\) is a possible weight
vector defining a line, then:

\[
f(\theta) := -\text{MSE}(\theta) - |d(\theta)|
\]

\[
= -E[(\hat{y}(X, \theta) - Y)^2] - \lambda \left| E[\hat{y}(X, \theta) - Y | T = 0] - E[\hat{y}(X, \theta) - Y | T = 1] \right|.
\]

We might then define our data-based estimate of \(f(\theta)\) to use the sample MSE and sample
discrimination statistic:

\[
\hat{f}(\theta) := -\frac{1}{m} \sum_{i=1}^{m} (\hat{y}(x_i, \theta) - y_i)^2 - \lambda \left( \frac{1}{\sum_{i=1}^{m} (1 - t_i)} \sum_{i=1}^{m} (1 - t_i) (\hat{y}(x_i, \theta) - y_i) \right) - \\
\left( \frac{1}{\sum_{i=1}^{m} t_i} \sum_{i=1}^{m} t_i (\hat{y}(x_i, \theta) - y_i) \right).
\]

Although in some cases it is reasonable to expect the user of a machine learning algorithm
to be able to specify a soft constraint of this form, it is typically not reasonable to expect the
user to be able to select the value of \(\lambda\) properly. As an example, Fig. S4 depicts the mean
discrimination statistic and least squares solutions \(\hat{\theta}^* \in \arg\max_{\theta \in \Theta} \hat{f}(\theta)\) when using Eq. S7
with various choices of \(\lambda\). As \(\lambda\) increases, MSE increases as well, since the objective function
places increasing weight on avoiding discrimination at the cost of the error. The left plot of
Fig. S4 depicts the absolute discrimination statistic of the solutions produced using various
\(\lambda\). As \(\lambda\) increases, the absolute value of the discrimination statistic decreases, as expected.

To ensure that the expected absolute value of the discrimination statistic is at most
some value \(\epsilon\), we can use the plot on the left to find the smallest value of \(\lambda\) that produces
discrimination statistics that are less than \(\epsilon\) on average. For \(\epsilon = 0.1\), this is \(\lambda \approx 4.9\). However,
in practice these plots are not available to the user. They were generated by additional data
analysis, which required using large amounts of data that would not generally be available in
practice.

Ideally, the machine learning algorithm should use the available data to automatically
optimize the value of \(\lambda\) in such a manner that, when combined with finite sample bounds,
Fig. S4. Mean discrimination statistic (left) and MSE (right) produced by the solutions found using various values of $\lambda$ to specify the importance of a soft constraint. The dotted blue line is the smallest value of $\lambda$ for which the absolute value of the mean discrimination statistic is less than 0.1 (that is, $\lambda \approx 4.9$), and the red and green line are half and double this value. Both plots are averaged over 1,000 trials (each from a new sampling of the training set) and the upper and lower standard deviation intervals are shaded. We show standard deviation because standard error bars are too small to be clearly visible.

provides the user with confidence that the algorithm will not cause discriminatory behavior. Such an algorithm would be an instance of the type of algorithm that we propose. It shifts from the user of the algorithm to the algorithm itself the burden of understanding the given problem well enough to adequately decrease the probability of undesirable behavior.

2.2.4 Potential Remedy: Multiple Objectives

The addition of soft constraints is one way to express the idea that the true objective is multifaceted: the agent should optimize a primary objective while also optimizing other objectives that measure the prevalence of undesirable behavior. Multiobjective optimization algorithms are optimization algorithms designed specifically for problems with multiple, and typically conflicting, objectives. Modern multiobjective optimization algorithms are usually based on the concept of the Pareto frontier. A solution is on the Pareto frontier if there does not exist another solution that causes any of the objectives to increase without decreasing at least one of the other objectives (assuming that larger values are better for all objectives). Solutions on the Pareto frontier provide a balance between the different objectives, and an algorithm should ideally return a solution on the Pareto frontier since any other solution could be improved with respect to at least one objective function without hindering performance with respect to any of the other objective functions.

While algorithms exist to compute the Pareto frontier for a wide variety of multiobjective machine learning problems [66, 67, 68], knowing the Pareto frontier does not provide a complete solution. One must still decide which solution from the Pareto frontier to use. The user must still explicitly select a trade-off between the different objective functions. In our illustrative example we might use two objective functions: the negative MSE of the estimator, $-\text{MSE}(\theta)$, and the negative absolute value of the discrimination statistic, $-|d(\theta)|$. Each estimator that results from using a soft constraint with any value of $\lambda$ is an element of the Pareto frontier, and so the user must still effectively determine how to select $\lambda$. 
Below we present two linear regression algorithms, NDLR and QNDLR, that were designed using our framework. Although these algorithms do not have a $\lambda$ parameter, they do have a different parameter, $\epsilon$. Specifically, they guarantee that with high probability the absolute value of the discrimination statistic will be no larger than $\epsilon$. The difference between requiring the user to select $\lambda$ and requiring the user to select $\epsilon$ is subtle but important. The scale (or unit) associated with $\epsilon$ is one that can be understood by the user without any problem-specific data analysis. For the discrimination statistic Eq. S4, $\epsilon$ is the maximum difference in mean prediction errors, and so its associated scale is the scale of errors. By contrast, the scale (or unit) associated with $\lambda$ depends on the MSE of the solution, which typically is not known to the user, and the estimation of which requires additional data analysis. Thus, we contend that it is easier for the user to select $\epsilon$ than it is for the user to select $\lambda$.

Furthermore, regardless of $\lambda$’s value, using a soft constraint can still result in solutions that discriminate significantly. This is due to the random nature of data. Small data sets may not accurately represent the true underlying distribution of data. As a result, a soft-constrained algorithm may select a solution that has a sample discrimination statistic of zero on the available data, but which actually has a large discrimination statistic (discriminates when presented with new data). This behavior is evident in our later experiments (cf. Fig. S16b), in which soft-constrained methods using small amounts of data and large values of $\lambda$ produce solutions that discriminate significantly. By contrast, with high probability, the algorithms that we design using our framework do not discriminate regardless of how much data they are presented with. This is because they incorporate mechanisms that automatically determine whether the random nature of data is causing them to draw false conclusions.

This is not to say that our framework for designing machine learning algorithms should replace multiobjective methods. On the contrary, our framework and multiobjective methods (1) have different use cases and (2) can be used in conjunction with one another for problems that satisfy both use cases. Our framework is intended for applications where there is at least one constraint that is strictly of more importance than others (avoiding undesirable behavior), but which also cannot be satisfied with certainty. This is particularly true for applications in which safety is a paramount concern: subject to the constraint that the algorithm ensures with high probability that its behavior is safe, it is free to optimize some objective (or multiple objectives). Multiobjective methods, on the other hand, are primarily suited to applications where there is a trade-off between multiple objectives—there is no one objective that is of paramount importance.

To make this difference clear, consider an example that satisfies the use cases of both approaches: optimizing treatment policies for type 1 diabetes. Later we describe this application in more detail—here we provide an overview. The goal in this application is to find treatment policies (which define how much insulin a person with type 1 diabetes should inject prior to eating a meal) that keep a person’s blood glucose near optimal levels. Thus, the objective function gives a measurement of how much the person’s blood glucose deviates from optimal throughout a day. There is also an important safety constraint: some treatment policies can result in a condition called hypoglycemia that drastically increases the probability that a person will die within five years [69]. However, hypoglycemia cannot be avoided with certainty. Thus, if we apply a machine learning algorithm to automatically improve a treatment policy proposed by a physician, we may wish to include a safety constraint: our algorithm should guarantee with high probability that it will not change the person’s
treatment policy to one that increases the prevalence of low blood glucose relative to the initial
treatment policy specified by the physician. This safety constraint should be inalienable—it
should not be sacrificed or traded-off with the objective function.

However, this problem also has a multiobjective component: we should favor treatment
policies that inject less insulin, as there are negative effects associated with long-term
elevated levels of insulin. These effects are minor in comparison to the risks associated with
hypoglycemia, and so we can treat this as a multiobjective problem wherein our goal is to
simultaneously minimize the amount of insulin that is injected and keep blood glucose near
optimal levels. Thus this problem has both a safety component that can be handled using our
framework (precluding increases in the prevalence of low blood glucose), and a multiobjective
component (trading off the competing objectives of maintaining optimal blood glucose levels
and injecting as little insulin as possible).

2.2.5 Potential Remedy: Chance-Constraints

Many applications may not have any solutions that preclude undesirable behavior with
certainty. Requiring undesirable behavior to never occur is too strict in these cases, and so
weaker requirements are called for. This is what the chance-constrained program formulation
does by allowing constraints on the probability that a solution will result in undesirable
behavior. Chance-constrained programs were pioneered by Charnes and Cooper [11], Miller
and Wagner [70], and Prékopa [71], and can be expressed formally as:

$$\begin{align*}
\arg \min_{\theta \in \Theta} & \quad f(\theta) \\
\text{s.t.} & \quad \forall i \in \{1, \ldots, n\}, \Pr(g_i(\theta, W_i) \leq 0) \geq 1 - \delta_i,
\end{align*}$$

where $f : \Theta \to \mathbb{R}$, each $g_i$ is a deterministic real-valued function, each $W_i$ is a random
variable, and each $\delta_i \in (0, 1)$. Crucially, not only are $\Theta$, $g_i$, and $\delta_i$ all known, but the
distribution of each $W_i$ is known. Also, typically $f$ is a convex function and $\Theta$ is a convex
set. Chance-constrained programs have been extensively studied within the machine learning
and optimization communities [72, 73], often with the expressed intent of better controlling
agent behavior [74].

As an example of when chance-constraints might be appropriate, consider the search
for a neural network $\theta \in \Theta$ for controlling a robot. One can think of $\mathcal{W}$ as the set of
possible environments (or worlds) in which the robot could find itself in the future, and
$W_i \in \mathcal{W}$ is a random variable that denotes the actual environment that the robot will be
faced with. There may not exist a neural network $\theta \in \Theta$ that guarantees with certainty
that the robot will never harm a human regardless of which environment $W_i \in \mathcal{W}$ it faces.
Chance constraints allow one to define a “safe” set of solutions $\mathcal{S} \subseteq \Theta$ such that each
$\theta \in \mathcal{S}$ ensures that with high probability the robot will not harm a human in the future,
given that the future environment $W_i$ is drawn from some known distribution. That is,
$\mathcal{S} = \{\theta \in \Theta : \forall i \in \{1, \ldots, n\}, \Pr(g_i(\theta, W_i) \leq 0) \geq 1 - \delta_i\}$, where $g_i(\theta, w) > 0$ denotes that, if
the future environment is $w \in \mathcal{W}$, then the solution $\theta$ will result in harm to a human.

Although chance-constrained programs can be useful for many real problems [75, 76, 77],
like approaches based on hard constraints on the feasible set, existing chance-constrained
algorithms are mostly limited in applicability to problems in which the user has significant
knowledge about the given problem. Specifically, the majority of such algorithms are a viable problem formulation when the user knows the distribution of each $W_i$. However, for many problems these distributions will be unknown. In our illustrative example, the random variable $W_i$ might denote a single point $(X,Y,T)$, it might denote a set of points (such as the entire training set), or it might denote the joint distribution over $(X,Y,T)$ if we assume that the distribution of applicants is itself sampled from some meta-distribution. In all of these cases, the user does not have access to the distribution of each $W_i$, and therefore cannot construct $S$.

Several variants of chance constrained programs weaken the assumption that the distribution of each $W_i$ is known. For example, *ambiguous chance constrained programs* allow the distribution, $P$, of $W_i$ to be unknown, as long as it is within some set of possible distributions $\mathcal{P}$ that is known [78]. Ambiguous chance constrained programs then require the chance constraints to hold for all $P \in \mathcal{P}$. *Scenario approximation* methods can apply when $P$ is neither known nor within a known set, but samples (realizations of $W_i$) can be generated from $P$ [79, 80, 81]. In general, *stochastic programming* methods allow for many variants of optimization problems wherein there is uncertainty about some of the parameters of the optimization problem [82]. However, these variants tend to include strong assumptions about the form of the problem: primarily that the objective function and feasible set are convex, and that the distributions of random variables are restricted to a specific class (e.g., Gaussians). To the best of our knowledge, none of the variants are able to handle our illustrative example. They do not allow for the specification that the objective is to minimize the MSE of the linear estimator, subject to the constraint that with high probability the absolute discrimination statistic $|d(\theta)|$ of the returned solution $\theta$ is bounded by some small constant $\epsilon$. We discuss data-driven constrained optimization approaches in Section 6.

### 2.2.6 Potential Remedy: Robust or Risk-Sensitive Methods

Determining which solutions will produce undesirable behavior is difficult because typically there is uncertainty about the environment with which an agent will interact. *Robust optimization* algorithms address uncertainty about the environment by favoring solutions that work reasonably well across all of the possible environments, in contrast to seeking a solution that is expected to be optimal for one particular environment [12]. Robust optimization algorithms have been proposed as a means for ensuring that machine learning algorithms, ranging from supervised learning algorithms [83] to reinforcement learning algorithms [84], are in some way “safe” to use. However, there are several reasons that robust optimization is not a remedy to the issues of concern to us. Robust methods still require the algorithm’s user to have detailed knowledge of the given problem to preclude undesirable behavior. Most robust optimization algorithms perform poorly if the user is unable to define a small set of environments that contains the actual environment with high probability.

Similarly, *risk-sensitive* optimization methods (which are sometimes viewed as types of robust optimization methods) use an objective function $f$ that captures different measures of the distribution of outcomes that can result from using a solution $\theta$. For example, if each $\theta \in \Theta$ defines a different controller for a robot, then $f(\theta)$ is often chosen to be a measure of the expected performance of the robot if it uses the controller $\theta$. Risk-sensitive methods might define $f(\theta)$ to also penalize solutions that cause the observed performance of the robot
to have high variance [85]. Alternatively, risk-sensitive methods might define $f(\theta)$ to be the expected shortfall or conditional value at risk (CVaR) of the solution $\theta$, a measure of the expected performance of the robot during the worst trials when using controller $\theta$ [86, 87]. Although applying risk-sensitive methods typically does not require detailed problem-specific knowledge, these algorithms do not allow the user to specify undesirable behavior from within a broad class of possible behavior. Furthermore, standard risk-sensitive methods typically do not provide practical guarantees about the performances of the solutions that they return.

3 A New Framework for Designing Machine Learning Algorithms

So far we have discussed the standard ML approach for designing machine learning algorithms, highlighting its limitations. We now turn to defining a framework for designing machine learning algorithms that allows the user to define and regulate desirable and undesirable behavior without the need for detailed knowledge of a given problem. The first step in our framework is not to define the goals of the algorithm, but instead to define the goals of the designer of the algorithm. Thus, the crux of our framework is a new mathematical problem formalization, which we call a Seldonian optimization problem (SOP) as an homage to Isaac Asimov’s fictional character, Hari Seldon, a resident of a universe where Asimov’s three laws of robotics failed to adequately control agent behavior due to their non-probabilistic requirements, and who formulated and solved a machine learning problem that would likely have required probabilistic constraints [13]. Before defining an SOP formally, we discuss the shortcomings of two potential alternatives that are flawed, but which might at first seem more reasonable.

3.1 Potential New Approach: Place Constraints on the Probability that a Solution is Safe

One would like to specify that an algorithm should guarantee, with high probability, that undesirable behavior will not result from its use. Let $S \subseteq \Theta$ be the set of safe solutions. These are the solutions that do not cause undesirable behavior or that cause the probability of undesirable behavior to be sufficiently small. One might provide the user with a language for specifying $S$ and then use a problem formulation of the form:

$$\theta^* \in \arg \max_{\theta \in \Theta} f(\theta)$$

s.t. $\Pr(\theta \in S) \geq 1 - \delta$, (S11)

where $\delta \in [0, 1]$ is a user-specified confidence level. The problem with this approach is that it is not meaningful to reason about the probability that a particular solution, $\theta$, is in $S$. Either $\theta \in S$ or $\theta \notin S$, and so $\Pr(\theta \in S)$ is necessarily either 0 or 1, and the above problem formulation is equivalent to

$$\theta^* \in \arg \max_{\theta \in S} f(\theta),$$

which suffers from the problem that we do not know $S$ a priori.
3.2 Potential New Approach: Place Constraints on the Agent’s Data-Driven Belief that a Solution is Safe

One way to avoid the problem described in the previous section is to include constraints that are based on the agent’s data-driven beliefs about whether \( \theta \in S \), rather than the probability that \( \theta \in S \). That is, one might use a problem formulation of the form:

\[
\theta^* \in \arg \max_{\theta \in \Theta} f(\theta) \quad \text{subject to} \quad B(\theta \in S | D) \geq 1 - \delta,
\]

where \( B(\theta \in S | D) \) denotes a measure of the agent’s belief that \( \theta \in S \) given data \( D \).

This approach has two problems. The first is that the feasible set \( \{ \theta \in \Theta : B(\theta \in S | D) \geq 1 - \delta \} \) is a function of the data, which is a random variable, and so the feasible set is a random variable. A problem formulation in which the feasible set is a random variable suggests that the formulation does not adequately capture the algorithm designer’s goals, which are not likely to be random. The second problem with this approach is more serious. This problem formulation could result in unsafe solutions with high probability, even when there is only a single constraint. If we view \( \theta^* \) as a function of the training data \( D \), the probability that \( \theta^*(D) \notin S \) can be as large as \( \min \{ 1, \delta | \Theta | \} \), which will be large for problems in which \(|\Theta|\) is large. To avoid this, the constraint that one introduces should not require the feasible set to include only solutions believed to be safe; it should instead directly require that the solution output by the algorithm be safe with high probability. This is at the heart of the SOP formulation, which we introduce next.

3.3 Seldonian Optimization Problem (SOP)

The first step of the SOP framework is to mathematically define the goal of the researcher creating the machine learning algorithm. This results in a problem formulation that describes a search over algorithms, rather than solutions, with constraints over the set of algorithms, not over the set of solutions. This means that the constraints, now over algorithms, constrain the probability that the algorithm will return an unsafe solution. For simplicity, here we focus on the batch setting, where an algorithm has access to all of the available data from the start, as opposed to the online setting in which data incrementally arrives over time [88]. We need to define a few terms to precisely state the SOP framework.

A machine learning algorithm \( a \) is a function that takes data as input and produces as output a solution. Let \( \mathcal{D} \) be the set of all possible data sets that could be given as input to the algorithm, and let \( D \in \mathcal{D} \) be a random variable that represents all of the data given to the algorithm (i.e., the training data). Let \( \mathcal{A} \) be the set of all possible machine learning algorithms, each of which is a function \( a : \mathcal{D} \to \Theta \). This definition of machine learning algorithms allows for probabilistic algorithms since the data set can be defined to contain any random numbers required by the algorithm.

Whereas in the standard ML approach the objective function is a function of possible problem solutions, in an SOP the objective function is a function of algorithms. That is,
$f : \mathcal{A} \rightarrow \mathbb{R}$. An SOP allows for $n \in \mathbb{N}_{\geq 0}$ behavioral constraints, which are constraints on the set of algorithms. Each constraint, indexed using $i \in \{1, \ldots, n\}$, has two components: a constraint objective $g_i : \Theta \rightarrow \mathbb{R}$, and a constraint confidence level $\delta_i \in [0, 1]$. The designer of the algorithm must ensure that the algorithm he or she creates satisfies the inequalities $\Pr(g_i(a(D)) \leq 0) \geq 1 - \delta_i$, for all $i \in \{1, \ldots, n\}$. That is, if the user defines $g_i$ such that $g_i(\theta)$ being greater than zero means that undesirable behavior has occurred, then an algorithm that satisfies the behavioral constraints will ensure that with high probability (where the user can specify the necessary probability) it will not return a solution that causes undesirable behavior.

In summary, an SOP can be written as:

$$\arg \max_{a \in \mathcal{A}} f(a) \quad \text{(S15)}$$
$$\text{s.t. } \forall i \in \{1, \ldots, n\}, \, \Pr(g_i(a(D)) \leq 0) \geq 1 - \delta_i. \quad \text{(S16)}$$

Here the designer of the algorithm selects the objective function $f$, the set $\mathcal{A}$ of algorithms considered, what the data $D$ will include, and a class of allowable constraint objective functions $g_i$. (For example, $g_i$ could be the discrimination statistic in Eq. S4, i.e., the expected difference in predictions for men and women. Here the expectation is taken with respect to the distribution of men and women from which the input data $D$ is sampled. Typically a constraint function $g_i$ will be a function of terms including expected values with respect to a particular distribution over data, such as the distribution of $D$ as in Eq. S4.) Once a machine learning algorithm has been designed using this framework, the user of the algorithm can apply it by selecting specific definitions for the $g_i$ from within the class chosen by the researcher who designed the algorithm, and by selecting the desired confidence levels $\delta_i$. In some cases, the user might also have the additional freedom to select other terms, such as the feasible set $\Theta$, or the objective function $f$.

A common point of confusion is about which terms in Eq. S15 are random. Our guarantees are similar in spirit to probably approximately correct (PAC) style guarantees. PAC algorithms provide high probability generalization guarantees on an algorithm’s solution, where the high probability is with respect to the randomness in the data set to which the algorithm is applied. Similarly, in our case the data set $D$ is a random variable (the source of randomness in the behavioral constraints), and so $a(D)$ is therefore also a random variable (the model returned when training using data $D$), as is $g_i(a(D))$ (the amount of undesirable behavior produced by the model that would result from training on data $D$). The meaning of the behavioral constraints is therefore that, if one where to sample a large number of complete training data sets $D$ from the distribution that produces the training data, and one were to apply algorithm $a$ to obtain a solution (learn a model) for each of these training data sets, one would expect at most roughly $100\delta_i\%$ of the resulting solutions (models) would produce undesirable behavior.

Notice also that whether a solution produces undesirable behavior is a deterministic property of each solution (each model) $\theta$. That is, either $g_i(\theta) \leq 0$ or not. However, one might define $g_i(\theta)$ to be less than or equal to zero if and only if applying $\theta$ results in the probability of some undesirable outcome being at most some threshold. For example, if $\theta$ corresponds to the weights in a neural network used to classify whether a tumor is benign or malignant, one might define $g_i(\theta) \leq 0$ if and only if using weights $\theta$ results in the probability
of a false negative (saying a tumor is benign when it is malignant) being at most 0.1%. The resulting behavioral constraint ensures that the probability of sampling training data that results in a learned model, which causes the probability of false positives to be below 0.1%, is at least $1 - \delta_i$. This guarantee is enabled not by changing the distribution of training data, but by careful computation within the algorithm $a$.

Notice also that, when defining the constraints for an SOP, the term $\forall i \in \{1, \ldots, n\}$ is outside of the $\Pr(\cdot)$ term. This means that each behavioral constraint must hold independently with its associated probability $1 - \delta_i$. Joint constraints, for example, two different constraints $g'$ and $g''$ that must hold simultaneously with some probability, can be encoded within a single constraint in the SOP.

Consider how a linear regression algorithm that is a solution to an SOP could be applied to our previous illustrative example. The researcher designing the linear regression algorithm would select $f$ to be an objective function like the MSE, $\Theta$ to be the set of all possible linear (or affine) functions, and $D$ to be the training set as described previously. To apply the resulting algorithm, the user creating an agent need only specify $g_i$ and $\delta_i$. For our illustrative example, the user might choose to use a single behavioral constraint $g_1(a(D)) := |d(a(D))| - \epsilon$ to guarantee that, with probability at least $1 - \delta_1$, the absolute value of the discrimination statistic will be at most $\epsilon$, where $\epsilon$ and $\delta_1$ are chosen by the user.

It is important to observe that to apply this algorithm, the user need not know whether any particular estimator $\theta \in \Theta$ causes $g_1(\theta) \leq 0$. It is left to the algorithm to reason about this. The user need not know the value of $g_i(\theta)$ for any particular $\theta$. Instead, the user only needs to be able to specify $g_i$. As illustrated by our later reinforcement learning example, the user only needs the ability to recognize undesirable behavior, not which solutions cause undesirable behavior. The job of analyzing the available data to understand a given problem well enough to satisfy the constraint is placed entirely on the machine learning algorithm.

Furthermore, notice that although an SOP is more complicated than the problem formulation used in the standard ML approach, and the job of the researcher using our framework to design a machine learning algorithm will likely be more difficult than with the standard ML approach, the job of the user who wishes to constrain the behavior of an agent is dramatically simplified.

### 3.4 Seldonian and Quasi-Seldonian Algorithms

An SOP, as defined in Eq. S15, prescribes a principled way to specify constraints on an algorithm. However, it has shortcomings that we discuss here and in the following sections. First, finding an optimal algorithmic solution, which is an algorithm that maximizes $f$ subject to the behavioral constraints, is generally intractable. However, the researcher designing an algorithm should at least ensure that the algorithms that he or she proposes satisfy the behavioral constraints, setting aside the goal of also maximizing $f$. We call an algorithm that satisfies all the behavioral constraints a Seldonian algorithm.

Although the SOP definition captures what we want in an algorithm, it may not be feasible to find a Seldonian algorithm, let alone an optimal algorithmic solution. Our ability to ensure that an algorithm satisfies a behavioral constraint typically requires the use of concentration inequalities [89] like Hoeffding’s inequality [90]. Because the confidence bounds produced by these inequalities hold for any distribution (given minor verifiable assumptions),
they tend to be overly conservative. This means that all Seldonian algorithms for some
problems might require an impractical amount of data before the confidence levels required
by the behavioral constraints can be satisfied.

To remedy this, we propose *quasi-Seldonian algorithms*, which are algorithms that satisfy
the behavioral constraints of an SOP using approximate concentration bounds. For example,
rather than using Hoeffding’s inequality, one might use Student’s $t$-test or a bootstrap
confidence bound [91]. These methods produce bounds that are often much tighter than
those of Hoeffding’s inequality, which means that quasi-Seldonian algorithms can be created
for problems for which there is insufficient data to find viable Seldonian algorithms. A
shortcoming of these approximate concentration bounds is that they rely on assumptions that
may not hold for the problem at hand, which means that the resulting confidence bounds
only approximately hold. Despite their shortcomings, the use of approximate concentration
bounds such as Student’s $t$-test and bootstrap confidence bounds remains commonplace in
the sciences, including high-risk medical research [92, 93].

One limitation of quasi-Seldonian algorithms is that the user of the algorithm might
not know what false assumptions the algorithm relies upon. A researcher could propose
an algorithm with egregious false assumptions that would make it irresponsible to use
the algorithm for many applications. To remedy this, researchers should clearly state the
assumptions upon which quasi-Seldonian algorithms rely, and should strive to ensure that for
most problems the quasi-Seldonian algorithm ensures that $\forall i \in \{1, \ldots, n\}, \Pr(g_i(a(D)) \leq
0) \geq 1 - \delta_i$. Furthermore, one should not convert a quasi-Seldonian algorithm into a
Seldonian algorithm by placing assumptions on the problems it can be applied to, when these
assumptions may not hold for the problems to which it will likely be applied. For example,
one should not label a quasi-Seldonian algorithm that relies on Student’s $t$-test as a Seldonian
algorithm with the condition that it only be applied to problems where the sum of random
variables, the means of which will be bounded using Student’s $t$-test, are normally distributed,
when for real problems this sum will only be approximately normally distributed.

Even using approximate confidence bounds, there may not be sufficient data for any
algorithm to ensure that the behavioral constraints are met. Rather than require an algorithm
to produce a solution even in such cases, we propose allowing the algorithm to return *No
Solution Found* (NSF). The algorithm should return NSF when it is unable to find a
satisfactory solution given the available data.

To add NSF to the problem formulation, one need only define $\Theta$ such that $\text{NSF} \in \Theta$ and
$g_i$ such that $g_i(\text{NSF}) \leq 0$ for all $i$. This modification is sufficient to ensure that Seldonian
algorithms exist, but it is most applicable for problems for which returning NSF does not
itself cause unsatisfactory agent behavior. This is usually the case for applications in which
an existing mechanism (solution) $\theta_0$ is in place for making decisions, and the machine
learning algorithm is used to improve upon this mechanism.\footnote{Petrik et al. [94] discuss a similar setting, wherein improvements must be ensured, but the algorithm is free to fall back to an existing prior solution.} For these applications, if a
Seldonian algorithm returns NSF, we can revert to using the baseline solution. Still, for some
applications a decision other than NSF must be made, in which cases the Seldonian problem
formulation may not be viable.

Of course, if NSF is included in the SOP, then the algorithm that always returns NSF is
trivially Seldonian. If the SOP is properly designed, the objective function $f$ should assign low utility to this trivial algorithm, and so the researcher designing the algorithm should attempt to find a better algorithm: a Seldonian algorithm that returns NSF less frequently.

4 Example: A Seldonian Regression Algorithm and its Application

Here we develop algorithms using the SOP framework to show its viability. We begin by considering the problem of designing a Seldonian linear regression algorithm. Recall that designing a Seldonian linear regression algorithm will be more difficult than designing a linear regression algorithm using the standard ML approach to designing machine learning algorithms, but that it should be easier for the user to constrain an agent’s behavior when using the Seldonian algorithm.

We assume that there is a real-valued random variable $Y$ that we would like to predict from a real-vector-valued random variable $X$. That is, each value $x \in \mathbb{R}^l$ that $X$ can take is a vector of $l \in \mathbb{N}_{>0}$ real-valued features that we will use to estimate the value of $Y$. We restrict the class of estimators that we consider to linear functions, so $\Theta = \mathbb{R}^l$ and each $\theta \in \Theta$ defines a linear combination of the features $x \in \mathbb{R}^l$, as $\hat{y}(x, \theta) = \theta^\top x$. To select the weights $\theta$ that cause $\hat{y}(X, \theta)$ to be a good estimate of $Y$, we are given $m \in \mathbb{N}_{>0}$ realizations of $(X, Y)$. Each realization also comes with a sample of another random variable $T \in \{0, 1\}$ that encodes the type (e.g., gender) associated with the point $(X, Y)$. Therefore, the training data is a random variable $D = \{(X_i, Y_i, T_i)\}_{i=1}^m$, where some joint distribution over $(X, Y, T)$ exists but is not known. Notice that although $X_i$, $Y_i$, and $T_i$ are all dependent random variables, the tuples $(X_i, Y_i, T_i)$ and $(X_j, Y_j, T_j)$ are independent and identically distributed for all $i \neq j$.

Given this setup, we can write an SOP that defines our goals when designing the regression algorithm:

$$\arg \max_{a \in A} -\mathbb{E} [(\hat{y}(X, a(D)) - Y)^2]$$  \hspace{1cm} (S17)

$$s.t. \ \forall i \in \{1, \ldots, n\} \Pr(g_i(a(D)) \leq 0) \geq 1 - \delta_i.$$  \hspace{1cm} (S18)

Importantly, we should allow the user of the algorithm to specify the functions $g_i$ without knowing their values, $g_i(\theta)$, for any particular solution $\theta \in \Theta$. Furthermore, the language provided to the user for specifying the $g_i$ should be as simple as possible, while encompassing a broad spectrum of possible functions. If our goal is to produce a regression algorithm that can be applied to many different regression problems, then the resulting SOP could be defined for a distribution over regression problems—a distribution over joint distributions for $X, Y,$ and $T$.

Below we present three algorithms: one Seldonian and two quasi-Seldonian. These are not likely to produce optimal algorithmic solutions, but all the solutions they produce satisfy the behavioral constraints while “trying” to maximize the objective function. Although these algorithms can be extended to allow for a broad class of definitions of $g_i$, we initially restrict our discussion to a single behavioral constraint given by the following constraint objective:

$$g(\theta) = \left| \mathbb{E} [\hat{y}(X, \theta) - Y \mid T = 0] - \mathbb{E} [\hat{y}(X, \theta) - Y \mid T = 1] \right| - \epsilon.$$  \hspace{1cm} (S19)

Later we present a more general quasi-Seldonian algorithm and derive a quasi-Seldonian reinforcement learning algorithm that showcase how an algorithm can both allow the user to
specify $g_i$ to encode his or her own definition of undesirable behavior and allow for multiple behavioral constraints.

4.1 Non-Discriminatory Linear Regression

First, consider the Seldonian algorithm non-discriminatory linear regression (NDLR), presented in Fig. S9, which relies on the subroutines presented in Figs. S5–S8. NDLR has three main steps. First, the data set $D$ is partitioned into two sets, $D_1$ and $D_2$, for reasons that we discuss later. Second, $D_1$ is used to select a single solution, called the candidate solution $\theta_c$, that the algorithm considers returning. Third, the algorithm runs a safety test using $D_2$ to determine whether returning the candidate solution would violate a behavioral constraint. More precisely, the algorithm computes a high confidence upper bound on the absolute value of the discrimination statistic of the candidate solution: a high confidence upper bound on $|d(\theta_c)|$. If this upper bound is less than $\epsilon$, then the candidate solution is returned, and if it is not, then the algorithm returns NO SOLUTION FOUND. Next we discuss in more detail the two main steps of the algorithm, the safety test and the selection of a candidate solution.

The safety test (lines 4–6 of Fig. S9) is the component of the algorithm that ensures that it is Seldonian. Regardless of which candidate solution $\theta_c$ is chosen, this step ensures that the behavioral constraint is satisfied. It ensures that with high probability an estimator with absolute discrimination statistic larger than $\epsilon$ is not returned. The key component of this step is a method for producing high confidence upper bounds on the absolute discrimination statistic given the data set $D_2$.

To compute these upper bounds, we use \texttt{HoeffdingDiscrimUpperBound} (Fig. S8), which relies on one form of Hoeffding’s inequality [90], which is provided in Fig. S5, \texttt{HoeffdingUpperBound}. Hoeffding’s inequality is not directly applicable due to the absolute value in the absolute discrimination statistic. To remedy this, we replace the single behavioral constraint that the absolute discrimination statistic is less than $\epsilon$ with two behavioral constraints that ensure that $d(a(D)) \geq -\epsilon$ and $d(a(D)) \leq \epsilon$ with high probability. Because these two constraints must hold simultaneously with probability $1 - \delta$, we require each to hold with probability $1 - \delta/2$.

```plaintext
1 return $\frac{1}{m} \left( \sum_{i=1}^{m} Z_i \right) + b \sqrt{\frac{\ln(1/\delta)}{2m}}$
```

\textbf{Fig. S5: HoeffdingUpperBound($Z, b, \delta$):} Apply Hoeffding’s inequality to upper bound the mean of a random variable. $Z = \{Z_1, \ldots, Z_m\}$ is the vector of samples of the random variable, $b \in \mathbb{R}_{\geq 0}$ is the range of the random variable, and $\delta \in (0, 1)$ is the confidence level of the upper bound.
Fig. S6: PredictHoeffding(Z, b, δ, k): Predict what would be returned by HoeffdingUpperBound(Z', b, δ) if given a new array of samples Z' with k elements. We use a conservative prediction (an over-prediction) because under-predictions can cause NDLR to frequently return No Solution Found when it could safely return a solution.

1 return \( \frac{1}{m} (\sum_{i=1}^{m} Z_i) + b \sqrt{\frac{\ln(1/\delta)}{2k}} \);

Fig. S7: HoeffdingCandidateObjective(θ, D, δ, ϵ, b, k): The objective function maximized by the candidate solution when using Hoeffding’s inequality. Here k is the number of data points that will be used in the subsequent safety test in NDLR—the cardinality of \( D_2 \).

1 Input: 1) Solution \( \theta \), 2) data set \( D = \{ (X_i, Y_i, T_i) \}_{i=1}^{m} \), 3) confidence level \( \delta \in (0, 1) \), 4) maximum level of discrimination \( \epsilon \in \mathbb{R}_{>0} \), 5) an upper bound \( b \) on the range of possible prediction errors, 6) a number of samples \( k \).

2 \( m_1 \leftarrow \sum_{i=1}^{m} T_i \), \( m_0 \leftarrow m - m_1 \);

3 Let \( (X_0^i, Y_0^i) \) be the \( i \)th data point of type zero, and \( (X_1^i, Y_1^i) \) be the \( i \)th data point of type one;

4 Create array \( Z \) of length \( \min\{m_0, m_1\} \), with values \( Z_i = (\theta^\top X_0^i - Y_0^i) - (\theta^\top X_1^1 - Y_1^1) \);

5 \( \text{ub} = \max\{\text{PredictHoeffding}(Z, b, \delta/2, k), \text{PredictHoeffding}(-Z, b, \delta/2, k)\} \);

6 if \( \text{ub} \leq \epsilon \) then

7 return \( \frac{1}{m} \sum_{i=1}^{m} (\theta^\top X_i - Y_i)^2 \);

8 return \( b^2 + \text{ub} - \epsilon \);

Fig. S8: HoeffdingDiscrimUpperBound(θ, D, δ, ϵ, b): Compute a high-probability upper bound on the discrimination statistic using Hoeffding’s inequality.

1 Input: 1) Solution \( \theta \), 2) data set \( D = \{ (X_i, Y_i, T_i) \}_{i=1}^{m} \), 3) confidence level \( \delta \in (0, 1) \), 4) maximum level of discrimination \( \epsilon \in \mathbb{R}_{>0} \), 5) an upper bound \( b \) on the range of possible prediction errors.

2 \( m_1 \leftarrow \sum_{i=1}^{m} T_i \), \( m_0 \leftarrow m - m_1 \);

3 Let \( (X_0^i, Y_0^i) \) be the \( i \)th data point of type zero, and \( (X_1^i, Y_1^i) \) be the \( i \)th data point of type one;

4 Create array \( Z \) of length \( \min\{m_0, m_1\} \), with values \( Z_i = (\theta^\top X_0^i - Y_0^i) - (\theta^\top X_1^i - Y_1^i) \);

5 return \( \max\{\text{HoeffdingUpperBound}(Z, b, \delta/2), \text{HoeffdingUpperBound}(-Z, b, \delta/2)\} \);
1 **Input:** 1) Data set \( D = \{(X_i, Y_i, T_i)\}_{i=1}^m \), 2) confidence level \( \delta \in (0, 1) \), 3) maximum level of discrimination \( \epsilon \in \mathbb{R}_{>0} \), 4) an upper bound \( b \) on the magnitude of a prediction error.

2 Partition \( D \) into \( D_1 \) (20% of data) and \( D_2 \) (80% of data);

3 \( \theta_c \in \arg \min_{\theta \in \Theta} \text{HoeffdingCandidateObjective}(\theta, D_1, \delta, \epsilon, b, |D_2|) \);

4 if \( \text{HoeffdingDiscrimUpperBound}(\theta_c, D_2, \delta, \epsilon, b) \leq \epsilon \) then

5 \( \text{return } \theta_c \);

6 \( \text{return } \text{No Solution Found}; \)

**Fig. S9:** Non-Discriminatory Linear Regression (NDLR, “endler”).

Next consider the selection of the candidate solution, \( \theta_c \), in more detail (line 3 of Fig. S9). Poor choices of \( \theta_c \) will result in the algorithm returning \text{No Solution Found}. Good choices of \( \theta_c \) will be solutions that will be returned by the third step of NDLR, which are solutions whose discrimination statistics will be successfully bounded below \( \epsilon \) when using \( D_2 \). Furthermore, good choices of \( \theta_c \) should also minimize the MSE of their predictions. The goal is not just to satisfy the behavioral constraint, but also to optimize the objective, in this case to minimize the MSE. Consequently, NDLR (Fig. S9) selects the candidate solution that it predicts (on the basis of \( D_1 \)) will have the lowest MSE subject to the constraint that it is predicted that the candidate solution will be returned. To accomplish this optimization, NDLR relies on \( \text{HoeffdingCandidateObjective} \) (Fig. S7), which uses a boundary function to constrain the search to solutions that are predicted to be returned in the third step.

Notice that the selection of the candidate solution and the safety test use different and statistically independent data sets, \( D_1 \) and \( D_2 \). This is necessary to ensure statistical independence of the random variables used by Hoeffding’s inequality when computing high confidence bounds on the discrimination statistic. Partitioning the data ensures that the candidate solution makes no use of the data that will be used to test its safety. Access to this data could bias the results of the safety test.

### 4.2 Quasi-Non-Discriminatory Linear Regression

Next consider the quasi-Seldonian regression algorithms quasi-non-discriminatory linear regression (QNDLR) and QNDLR(\( \lambda \)) (Fig. S14), which rely on the subroutines presented in Figs. S10–S13. QNDLR and QNDLR(\( \lambda \)) are modifications of NDLR that use Student’s \( t \)-test, \( \text{TTestUpperBound} \) in Fig. S10, rather than Hoeffding’s inequality when computing high confidence upper bounds.

Both NDLR and QNDLR attempt to minimize the MSE while ensuring that the discrimination statistic is at most \( \epsilon \) with high probability. Given large amounts of data (e.g., as \( m \to \infty \)), they tend to converge to solutions with discrimination statistics slightly less than \( \epsilon \). However, the actual goal is not to produce solutions with discrimination statistics close to \( \epsilon \); the goal is to avoid discrimination as much as possible. That is, this problem is really a multiobjective problem: the ideal solution should simultaneously minimize MSE and the discrimination statistic.
\[ \bar{Z} \leftarrow \frac{1}{m} \sum_{i=1}^{m} Z_i, \quad \sigma \leftarrow \sqrt{\frac{1}{m-1} \sum_{i=1}^{m} (Z_i - \bar{Z})^2}; \]

Fig. S10: \texttt{TTestUpperBound}(Z, \delta): Apply Student’s $t$-test to a vector of samples of a random variable. $Z = \{Z_1, \ldots, Z_m\}$ is the vector of samples and $\delta \in (0, 1)$ is the confidence level.

\[ \bar{Z} \leftarrow \frac{1}{m} \sum_{i=1}^{m} Z_i, \quad \sigma \leftarrow \sqrt{\frac{1}{m-1} \sum_{i=1}^{m} (Z_i - \bar{Z})^2}; \]

2 return $\bar{Z} + \frac{\sigma}{\sqrt{m}} t_{1-\delta,m-1}$;

Fig. S11: \texttt{PredictTTest}(Z, \delta, k): Predict what \texttt{TTestUpperBound}(Z, \delta) would return if given a new array of samples $Z$ with $k$ elements, and err on the side of over-estimating. We use a conservative prediction (an over-prediction) because under-predictions can cause NDLR to frequently return \texttt{No Solution Found}.

1 Input: 1) Solution $\theta$, 2) data set $D = \{(X_i, Y_i, T_i)\}_{i=1}^{m}$, 3) confidence level $\delta \in (0, 1)$, 4) maximum level of discrimination $\epsilon \in \mathbb{R}_{>0}$, 5) a number of samples $k$, 6) a constant $\lambda \in \mathbb{R}_{\geq 0}$ that balances the trade-off between MSE and discrimination.

2 $m_1 \leftarrow \sum_{i=1}^{m} T_i$, \quad $m_0 \leftarrow m - m_1$;

3 Let $(X_i^0, Y_i^0)$ be the $i^{th}$ data point of type zero, and $(X_i^1, Y_i^1)$ be the $i^{th}$ data point of type one;

4 Create array $Z$ of length $\min\{m_0, m_1\}$, with values $Z_i = (\theta^\top X_i^0 - Y_i^0) - (\theta^\top X_i^1 - Y_i^1)$;

5 $ub = \max\{\texttt{PredictTTest}(Z, \delta, k, \delta, k), \texttt{PredictTTest}(-Z, \delta, k, \delta, k)\}$;

6 if $ub \leq \epsilon$ then

7 \[ \text{return } \frac{1}{m} \sum_{i=1}^{m} (\theta^\top X_i - Y_i)^2 + \lambda \frac{1}{|Z|} \sum_{i=1}^{|Z|} |Z_i|; \]

8 return $b^2 + ub + (\lambda - 1)\epsilon$;

Fig. S12: \texttt{TTestCandidateObjective}(\theta, D, \delta, \epsilon, k, \lambda): The objective function maximized by the candidate solution.

1 Input: 1) Solution $\theta$, 2) data set $D = \{(X_i, Y_i, T_i)\}_{i=1}^{m}$, 3) confidence level $\delta \in (0, 1)$, 4) maximum level of discrimination $\epsilon \in \mathbb{R}_{>0}$.

2 $m_1 \leftarrow \sum_{i=1}^{m} T_i$, \quad $m_0 \leftarrow m - m_1$;

3 Let $(X_i^0, Y_i^0)$ be the $i^{th}$ data point of type zero, and $(X_i^1, Y_i^1)$ be the $i^{th}$ data point of type one;

4 Create array $Z$ of length $\min\{m_0, m_1\}$, with values $Z_i = (\theta^\top X_i^0 - Y_i^0) - (\theta^\top X_i^1 - Y_i^1)$;

5 return $\max\{\texttt{TTestUpperBound}(Z, \delta), \texttt{TTestUpperBound}(-Z, \delta)\}$;

Fig. S13: \texttt{TTestDiscrimUpperBound}(\theta, D, \delta, \epsilon): Compute a high-probability upper bound on the discrimination statistic using Student’s $t$-test.
Assumptions: This quasi-Seldonian algorithm assumes that the sample discrimination statistic computed using all of the data is normally distributed, and also uses the minimum MSE estimator of variance within Student’s t-test rather than the unbiased estimator.

Input: 1) Data set $D = \{(X_i, Y_i, T_i)\}_{i=1}^m$, 2) confidence level $\delta \in (0, 1)$, 3) maximum level of discrimination $\epsilon \in \mathbb{R}_{>0}$, 4) a hyperparameter $\lambda \in \mathbb{R}_{\geq 0}$.

Partition $D$ into $D_1$ (20% of data) and $D_2$ (80% of data);

\[ \theta_c \in \arg \min_{\theta \in \Theta} \text{TTestCandidateObjective}(\theta, D_1, \delta, \epsilon, |D_2|, \lambda); \]

if $\text{TTestDiscrimUpperBound}(\theta_c, D_2, \delta, \epsilon) \leq \epsilon$ then

\[ \text{return } \theta_c; \]

\[ \text{return No Solution Found}; \]

Fig. S14: Quasi-Non-Discriminatory Linear Regression (QNDLR) if $\lambda = 0$ and QNDLR($\lambda$) if $\lambda > 0$.

This is an example of a problem for which multiobjective methods can be combined with the SOP framework. QNDLR($\lambda$) is a modification of QNDLR to allow for a multiobjective approach while maintaining the high-probability guarantees of a quasi-Seldonian algorithm. Specifically, QLDNR($\lambda$) is a variant of QNDLR that includes a soft constraint parameterized by $\lambda$ in the objective function as in Eq. S7. QNDLR($\lambda$) is therefore a solution to the Seldonian optimization problem in Eq. S17, modified so that the MSE objective includes a penalty proportional to the sample discrimination statistic. QNDLR($\lambda$) is a quasi-Seldonian algorithm that ensures with high probability that the discrimination statistic will be at most $\epsilon$, and subject to this constraint, it simultaneously optimizes MSE and the discrimination statistic.

Recall that selecting $\lambda$ is a difficult process that often requires additional data analysis, and that values of $\lambda$ that are too small will result in a standard soft-constrained method producing a solution with discrimination statistic larger than $\epsilon$. Crucially, because QNDLR($\lambda$) is a quasi-Seldonian algorithm, even if the user selects a $\lambda$ that would result in discrimination statistics larger than $\epsilon$ if using a standard soft-constrained method, QNDLR($\lambda$) will, with high probability, not return a solution with discrimination statistic larger than $\epsilon$. This effectively eliminates the risk associated with selecting a value for $\lambda$ that would make standard soft-constrained methods unsafe.

Lastly, it is clear that NDLR, QNDLR, and QNDLR($\lambda$) have significantly higher computational complexity than ordinary least squares linear regression and many multiobjective methods. The primary computational bottleneck in our algorithms is the search for the solution $\theta_c$ that optimizes the candidate objective function (lines 3 and 4 in Fig. S9 and Fig. S14, respectively). This optimization includes hard constraints, which we transformed into soft constraints using boundary functions. In general, solving optimization problems with hard constraints is more challenging than solving problems with soft constraints (a computational benefit of soft-constrained and multiobjective methods). Different choices of methods for performing the search for $\theta_c$ result in different computational complexities. In our experiments we performed the search using gradient descent with error-based termination conditions. Although the higher computational complexity of the (quasi-)Seldonian algorithms that we present was not an issue in our experiments, for big-data applications it
could be a concern. Thus it remains an important open question whether the search for a candidate solution can be further optimized computationally.

### 4.3 NDLR and QNDLR Discussion

NDLR, QNDLR, and QNDLR(\(\lambda\)) are instances of a more general algorithm that allows the user to 1) select any objective function (e.g., MSE alone as used by NDLR and QNDLR, or MSE with a penalty proportional to the discrimination statistic as used by QNDLR(\(\lambda\))), and 2) bound any statistic for which the user can provide data-based unbiased estimates. That is, the user provides 1) a function \(\hat{f}\), such that \(\hat{f}(\theta, D) \in \mathbb{R}\) is an estimate of the utility of the solution \(\theta\), computed using data \(D\) and 2) a function \(\hat{g}\), such that \(\hat{g}(\theta, D) \in \mathbb{R}^{|D|}\) is a vector of i.i.d. unbiased estimates of the desired behavioral constraint function \(g(\theta)\) (thus, \(g(\theta) := \mathbb{E}[\hat{g}_1(\theta, D)]\)). This more general quasi-Seldonian algorithm, presented in Fig. S15, is an approximate solution to the Seldonian optimization problem:

\[
\begin{align*}
\arg \max_{a \in \mathcal{A}} & \quad \mathbb{E} \left[ \hat{f}(a(D), D') \right] \\
\text{s.t. } & \quad \Pr(\mathbb{E}_{D'}[\hat{g}_1(a(D), D')] \leq 0) \geq 1 - \delta,
\end{align*}
\]

where the \(D\) and \(D'\) data sets are independent and identically distributed random variables and \(\mathbb{E}_{D'}\) denotes that the expected value is taken only over \(D'\) (not \(D\)).

Intuitively, the quasi-Seldonian algorithm presented in Fig. S15 is similar to QNDLR—it partitions the data set, uses one partition to compute a candidate solution, and uses Student’s \(t\)-test with the second partition to test whether the candidate solution can be returned. In fact, QNDLR is a special case of this algorithm, where \(\hat{f}\) is the negative sample MSE and \(\hat{g}\) is the vector of sample discrimination statistics denoted by \(Z\) in Fig. S13. It is straightforward to extend the algorithm in Fig. S15 to allow for multiple behavioral constraints and to allow for functions \(\hat{g}\) that produce variable numbers of outputs.

Notice that this more general algorithm could be used to bound other notions of discrimination. For example, one could define \(\hat{g}\) to be the difference in predictions (rather than prediction errors) to require the mean predictions to be similar for people of each type. In this sense, users are free to select the definitions of discrimination that they each desire. Moreover, users need not know the true values of the statistics that they wish to ensure are bounded. As an example of this, notice that specifying the \(\hat{g}\) function used by QNDLR does not require knowledge of the true discrimination statistic of any solutions.

Lastly, consider what would happen if the user asked for the impossible: what if the user desired the difference in mean predictions for people of each type, as well as the difference in mean prediction errors for people of each type, to both be small? For our illustrative example it is straightforward to show that this is not possible. As a result, any Seldonian algorithm, including the one in Fig. S15, should return NO SOLUTION FOUND with high probability—that is, a (quasi-)Seldonian algorithm can effectively say “I cannot do that.”

We now discuss a different point: given small amounts of data, both NDLR and QNDLR may often return NO SOLUTION FOUND. This raises the question: what should one do if faced with a problem where there is not sufficient data to guarantee (even using approximate concentration bounds) that the resulting solution will not produce discriminatory behavior? One tempting solution is to argue that, in this case, one should ignore the behavioral
1 **Input**: • Feasible set $\Theta$, data set $D$, and probability $1 - \delta$.
   • Function $\hat{f}$ such that $\hat{f}(\theta, D) \in \mathbb{R}$ is an estimate of the utility of the solution $\theta$, computed using data $D$.
   • Function $\hat{g}$, such that $\hat{g}(\theta, D) \in \mathbb{R}^{|D|}$ is a vector of unbiased estimates of $g(\theta)$.

2 **Output**: A solution, $\theta \in \Theta$, or **No Solution Found**.

3 Partition $D$ into two data sets, $D_1$ and $D_2$;

4 $\theta_c = \arg \max_{\theta \in \Theta} \hat{f}(\theta, D_1)$ s.t. $\mu(\hat{g}(\theta, D_1)) + 2\frac{\sigma(\hat{g}(\theta, D_1))}{\sqrt{|D_2|}} t_{1 - \delta, |D_2| - 1} \leq 0$;

5 if $\mu(\hat{g}(\theta_c, D_2)) + \frac{\sigma(\hat{g}(\theta_c, D_2))}{\sqrt{|D_2|}} t_{1 - \delta, |D_2| - 1} \leq 0$ then

6  return $\theta_c$;

7 return **No Solution Found**;

**Fig. S15**: An example of a general-purpose quasi-Seldonian algorithm. Here $\mu(v)$ denotes the average of the elements of the vector $v$ and $\sigma(v)$ denotes the sample standard deviation of the elements of the vector $v$ including Bessel’s correction.

constraints and simply use ordinary least squares linear regression. However, we contend that insufficient data does not require us use methods that do not provide guarantees about their behavior.

Instead, one might use algorithms that relax the behavioral constraints even more than quasi-Seldonian algorithms. Intuitively, Seldonian algorithms ensure that the probability of undesirable behavior is at most $\delta$, while quasi-Seldonian algorithms ensure that the probability of undesirable behavior will be less then or approximately equal to $\delta$. One might go a step further and define even weaker variants of quasi-Seldonian algorithms with other properties. For example, one might require the algorithm to produce solutions in a way such that a third party could not show negligence—so that someone else could not use the data available to the algorithm to show with high confidence that the algorithm produced a solution whose discrimination statistic has magnitude greater than $\epsilon$. However, here we focus primarily on quasi-Seldonian algorithms. Seldonian algorithms like NDLR can require too much data to be practical, and while weaker variants of quasi-Seldonian algorithms can produce solutions with any amount of data, they do not provide satisfying guarantees about their behavior. Quasi-Seldonian algorithms like QNDLR provide a nice middle-ground between these two extremes—they can produce solutions given practical amounts of data, and they also provide the user with practical insights into the probability that undesirable behavior might occur.

### 4.4 Related Work on Fairness for Supervised Learning

Our NDLR, QNDLR, and QNDLR($\lambda$) are not the first supervised learning algorithms that have been proposed as a means to preclude discriminatory behavior or ensure fairness. However, to the best of our knowledge, they are the first to provide the user with a practical guarantee about the probability of undesirable behavior (discrimination). In particular, although some existing fairness-aware methods provide upper bounds on the severity of unfair behavior [24, 51], they do not bound the probability that they will return models...
which produce unfair behavior in excess of a user-defined tolerance level, which is the guarantee provided by our Seldonian algorithms. As we discuss later, the bounds the existing fairness-aware methods do provide could be used when creating Seldonian algorithms.

Kamiran and Calders [95] provide classification algorithms that aim to ensure that when, e.g., making predictions for people, the probability of a desired prediction is similar regardless a person’s type. In the context of linear regression, this would be similar to using a different definition of the discrimination statistic that considers the difference between the mean predictions for people of each type, rather than the difference between the mean prediction errors:

$$d(\theta) := \mathbf{E}[\hat{y}(X, \theta)|T = 0] - \mathbf{E}[\hat{y}(X, \theta)|T = 1].$$  \hspace{1cm} (S22)

There have been many extensions and adaptations of that approach [96, 97, 98, 50, 99, 100, 101], and there is an extensive history of related game-theoretic efforts [102, 103, 104].

There have also been recent efforts to solve the related problem of determining whether a deployed machine learning algorithm is producing discriminatory behavior (as opposed to designing non-discriminatory algorithms). For example, research has proposed means for determining how sensitive a black-box supervised learning algorithm is to each feature in a vector of features used to represent the input [105, 106], which can be used to determine the impact of features, such as race and gender [107]. Automated testing can similarly be applied to software systems that rely on learned models to measure fairness [108].

Our work allows for a large number of different definitions of undesirable behavior, including many definitions of fairness or discrimination. However, the primary difference between our work and prior related work is not our differing definitions of discrimination. We selected the discrimination statistic presented in Eq. S4 as an example, which we used to create NDLR and QNDLR as simple first examples of (quasi-)Seldonian algorithms. Both NDLR and QNDLR are special cases of the more general (quasi-)Seldonian algorithm presented in Fig. S15, which allows its users to specify their own definitions of undesirable behavior (in this case, discrimination). That is, the algorithm in Fig. S15 allows the user to select the definition of discrimination that is most suitable for an application. This is in stark contrast to the aforementioned methods for algorithmic fairness that each only allow the user to mitigate a particular form of discrimination.

To further clarify this point, consider again our illustrative example. For this example, it is straightforward to verify that there does not exist a single estimator that bounds both the difference in mean predictions (see Eq. S22) and the difference in mean prediction errors (see Eq. S4) to both be small. However, the user of the algorithm in Fig. S15 could define behavioral constraints to require that both of these statistics be bounded below a small constant with high probability. All (quasi-)Seldonian algorithms, including the one in Fig. S15, should return No Solution Found with high probability in this case. This is effectively the algorithm’s way of stating “I cannot do what was requested.” Existing methods for algorithmic fairness do not have this capability because they do not give their users the freedom to select their own desired definitions of undesirable behavior (discrimination) from within a sufficiently broad class.
4.4.1 Fairness for Classification

The algorithmic fairness community has been rapidly growing and evolving. Part of this growth has been an increased focus on classification algorithms. While the linear regression setting provides an easily accessible example of how undesirable behavior can occur and be mitigated, fairness can also be measured by considering the impact of decisions that are influenced by the predictions made by classifiers. The classification setting is the same as the previously defined regression setting, with random variables $X$, $Y$, and $T$, but where $Y$ is restricted to being in a (typically small) discrete set. Here, we will focus on binary classification, wherein $Y \in \{-1, +1\}$. We refer to $X$ as the feature vector and we refer to $Y$ as the label.

There have emerged numerous definitions of algorithmic fairness [109]. While each of these definitions is appropriate in a given context, many are impossible to satisfy simultaneously [110, 111]. This section reviews recent work on defining fairness, and on developing fair classification algorithms. Later, to show the generality of our approach, we apply our Seldonian regression algorithms (modified to perform classification rather than regression) to enforce several different definitions of fairness, and we present empirical comparisons to some of these related fair classification algorithms.

We explain fairness definitions in terms of a classification model that classifies feature vectors as either a member of the positive ($+1$) or the negative ($-1$) class. For example, a model that predicts recidivism [3] may classify each individual as either likely to be a repeat offender ($+1$) or unlikely to be a repeat offender ($-1$). We consider the model’s fairness with respect to the protected attribute, $T \in \{0, 1\}$, as before. Although our methods extend to definitions of fairness across non-binary protected attributes, this extension is beyond the scope of this paper. We refer to the set of all feature vectors with the same value for the protected attribute as a group. We use the notation $\Pr(\hat{y}(X, \theta) = +1 | T = \tau)$ to mean the fraction of feature vectors in a group that the model classifies as members of the positive class. We now enumerate definitions of fairness (all of which a Seldonian algorithm could enforce).

- **Disparate treatment**, a concept of legal origins, has been interpreted by the machine learning community in a way that does not always align with the legal definition. For a model to satisfy the machine learning community’s definition of disparate treatment with respect to a set of attributes, it must have been learned without access to those attributes [25]. Unfortunately, because data attributes are often correlated, e.g., age correlates with savings, race correlates with name, and, in the United States, race correlates with zip code, models trained without access to a set of attributes can still effectively act unfairly with respect to those attributes [113, 114].

- **Disparate impact**, also a legal concept that has been adapted by the machine learning community, captures the notion that a model that does not consider a set of attributes may still act unfairly with respect to those attributes (e.g., because of correlations among attributes). Such practices could appear to be fair on their face, but, nonetheless,

---

3Kim [112] discusses the subtleties that arise when applying the existing legal doctrines of disparate treatment and disparate impact to decisions made by machine learning agents.
have adverse effects on the involved groups [115, 116, 25]. To measure disparate impact, the US Supreme Court applied the The 80% Rule (previously developed by the Technical Advisory Committee on Testing assembled by the State of California Fair Employment Practice Commission in 1971), which states that an employer’s hiring rates for protected groups may not differ by more than 80%. For example, if an employer hires 1/2 of its male applicants, then that employer must hire at least 80% · \frac{1}{2} = \frac{2}{5} of its female applicants [115]. Formally, a classifier that is fair with respect to this disparate impact proxy if
\[
\min \left( \frac{\Pr(\hat{y}(X, \theta) = +1|T=0)}{\Pr(\hat{y}(X, \theta) = +1|T=1)}, \frac{\Pr(\hat{y}(X, \theta) = +1|T=1)}{\Pr(\hat{y}(X, \theta) = +1|T=0)} \right) \geq \frac{p}{100},
\]
where typically \( p = 80 \), per the 80% rule.

- **Delayed impact** is concerned with the fact that making seemingly fair decisions can, in the long term, produce unfair consequences [117]. For example, to make up for a disparity in recidivism predictions by race, a model may, at random, decrease its predictions for one race. While on its face, this may improve the situation for members of that race, if this results in more visibility for repeat offenders of that race, the public’s perception may have a more negative effect toward that race, producing delayed negative impact. Measuring delayed impact requires temporal indicator data, of, for example, long-term improvement, stagnation, and decline in variables of interest [117].

- **Demographic parity**, also called **statistical parity** and **group fairness**, requires that the model’s predictions are statistically independent of the attribute with respect to which the model is fair [50, 96]. For example, for a model that predicts an individual’s recidivism to be fair with respect to race, it should predict the same fraction of the individuals of each race as likely to be repeat offenders. Formally, demographic parity is satisfied if
\[
\Pr(\hat{y}(X, \theta) = +1|T=0, Y = -1) = \Pr(\hat{y}(X, \theta) = +1|T=1, Y = -1).
\]

- **Predictive equality** requires that false positive rates are equal among groups [116, 118]. Formally, predictive equality is satisfied if
\[
\Pr(\hat{y}(X, \theta) = +1|T=0, Y = -1) = \Pr(\hat{y}(X, \theta) = +1|T=1, Y = -1).
\]
Note that this definition only considers feature vectors whose true label is \(-1\).

- **Equal opportunity** requires that false negative rates are equal among groups [119, 116]. Formally, equal opportunity is satisfied if,
\[
\Pr(\hat{y}(X, \theta) = -1|T=0, Y = +1) = \Pr(\hat{y}(X, \theta) = -1|T=1, Y = +1).
\]
Note that this definition only considers feature vectors whose true label is \(+1\).

- **Equalized odds**, a combination of predictive equality and equal opportunity, requires that both false positive and false negative rates are equal among groups [119]. Consequently, the equalized odds criterion can be viewed as the conjunction of the predictive equality and equal opportunity criteria.
- **Treatment equality** requires that the ratio of the false-positive rate to the false-negative rate is the same for each group [120]. Formally, treatment equality is satisfied if
\[
\frac{\Pr(\hat{y}(X, \theta) = -1 | T = 0, Y = +1)}{\Pr(\hat{y}(X, \theta) = +1 | T = 0, Y = -1)} = \frac{\Pr(\hat{y}(X, \theta) = -1 | T = 1, Y = +1)}{\Pr(\hat{y}(X, \theta) = +1 | T = 1, Y = -1)}.
\] (S27)

- **Causal fairness**, also called **counterfactual fairness**, is based on the counterfactual causal relationship between variables. To be causally fair, a classifier must predict the same label for all feature vectors that are the same except for those attributes. In other words, if two contexts differ only in \( T \), and are otherwise identical, this definition requires classifiers to predict the same outcome for both individuals [108, 121]. For example, a recidivism model is causally fair with respect to race only if it predicts identical labels for all pairs of individuals identical in every way except race.

- **Metric fairness** requires that, given a distance metric to compare two feature vectors, the model should predict similar labels for similar feature vectors, on average [50]. Rothblum and Yona [122] extended this definition by introducing **approximate metric fairness**, which incorporates a tolerance parameter, \( \gamma \), to obtain PAC-style generalization bounds on metric fairness.

- **Representation disparity** limits the error for all subgroups [51]. Formally, the amount of representation disparity is the maximum loss for any particular group, i.e.,
\[
\max_{\tau \in \{0, 1\}} \mathbb{E}[\ell(X, \theta) | T = \tau],
\] (S28)
where \( \ell(X, \theta) \) is the loss associated with the parameter vector, \( \theta \). This could be converted into a constraint by requiring representation disparity to be below a threshold.

- **Conditional use accuracy equality** requires that precision (the probability that the model is correct when it predicts the label, +1) is the same for all groups, and that the negative predictive value (the probability that the model is correct when it predicts the label, −1) is the same for all groups [120]. Formally, conditional use accuracy equality is satisfied if
\[
\Pr(Y = +1 | T = 0, \hat{y}(X, \theta) = +1) = \Pr(Y = +1 | T = 1, \hat{y}(X, \theta) = +1) \tag{S29}
\]
and
\[
\Pr(Y = -1 | T = 0, \hat{y}(X, \theta) = -1) = \Pr(Y = -1 | T = 1, \hat{y}(X, \theta) = -1). \tag{S30}
\]

- **Overall accuracy equality** requires that the accuracy of the classifier (fraction of the feature vectors that the model correctly classifies) is equal for each group [120]. Formally, overall accuracy equality is satisfied if
\[
\Pr(Y = \hat{y}(X, \theta) | T = 0) = \Pr(Y = \hat{y}(X, \theta) | T = 1). \tag{S31}
\]
Using the above definitions, researchers have aimed to build classifiers that make fair decisions. Several methods have emerged for enforcing specific definitions of fairness. However, unlike our approach, these methods do not provide probabilistic guarantees that the resulting classifier is acceptably fair when applied to unseen data. For example, logistic-regression-based classification, support vector machines, and hinge loss classifiers can enforce a convex surrogate for disparate impact by introducing constraints related to the covariance between \( T \) and the model’s predictions \( \hat{y}(X, \theta) \) [25]. This approach is guaranteed to be fair with respect to the surrogate definition, but by contrast to our approach, cannot guarantee fairness with respect to the actual definition of disparate impact.

Similarly, for decision trees, constraining the splitting criteria using \( T \) can improve demographic parity [123], as can balancing, removing, and repeating some training data, and flipping output labels of feature vectors close to the decision tree’s decision boundaries, which introduces noise around those critical boundaries [124]. Balancing the training data and introducing noise by flipping the labels of some feature vectors and repeating some training data can improve demographic parity for naïve Bayes classifiers as well [125]. More generally, training separate classifiers for each group can limit several types of unfair behavior, including violations of demographic parity [126]. Notably, this requires knowledge of group membership for each feature vector, violating the definition of disparate treatment. Directly minimizing the violation of demographic parity through the use of a specialized regularizer is also effective for enforcing fairness [98]. By contrast to our approach, these methods do not guarantee fairness of the classifiers they produce.

While many classifiers are tailored to enforce specific definitions of fairness, there has been recent interest in developing more general methods. For example, one such method, Fairlearn, is able to enforce all fairness constraints that can be formulated as linear functions of conditional moments, such as false-positive rates for specific values of \( T \) [24]. This method provides probabilistic upper bounds on the severity of unfair behavior—it can estimate how unfair the classifier is. However, it does not use these bounds to constrain the probability that it creates unfair classifiers. Fairlearn, and the bounds that it does provide, could be used as components of a more advanced Seldonian algorithm that rejects solutions that are predicted to exhibit unfair behavior in excess of the user’s tolerance.

Finally, the problem of enforcing fairness has been investigated in several other problem settings besides regression and classification. While there are significant differences between these settings and the ones we consider here, there are some shared concepts. For example, fairness has been formulated in the multi-armed bandit setting by associating each bandit arm with a population, and stating that an algorithm is unfair if it preferentially chooses less-qualified (i.e., lower value) arms [101]. While this definition of fairness is distinct to the setting of multi-armed bandits, the use of confidence intervals to provide high-probability bounds on unfair behavior is similar to our approach.

Other recent work has evaluated fairness in the context of repeated interactions with a classification system [51]. Specifically, disparity amplification may arise for services that retrain an underlying model iteratively, over time. When such a service exhibits bias against a group, and individuals interact with such a service, members of that group may self-select to discontinue using the service. When the service reetrains its model iteratively, a smaller
portion of the training data represents that group, and the bias may increase. While a similar effect could be achieved using our approach by defining fairness based on the predicted outcome of repeated interactions with the classifier, we do not investigate this in the current work. In addition, this approach uses upper bounds on the severity of unfair behavior, which, while distinct from the bounds we provide, might be used to design a related Seldonian algorithm. Finally, other work has introduced definitions of fairness that are tailored to specific applications, such as for use in evaluating recommendation systems [127]. Because these definitions are specialized, we do not list them here. However, our framework could be used to enforce these constraints as well.

4.5 Application to the Illustrative Example

We now present empirical results from the application of Seldonian and non-Seldonian algorithms. We begin with the application of SCLR, NDLR, and QNDLR to the illustrative example, using $\delta = 0.05$, $\epsilon = 0.1$, and using different amounts, $m$, of training data. The results are summarized in Fig. S16. Notice that NDLR is extremely conservative—not once did it return a solution with discrimination statistic larger than $\epsilon$. The main limitation of NDLR is that it requires a large amount of data (around $m = 300,000$) before it begins to return a solution more often than not. QNDLR is not quite as conservative as NDLR, although it still maintains an error probability less than $\delta$, and requires only around $m = 10,000$ training points before it begins to return a solution more often than not. This is an example where QNDLR provides a nice balance of the trade-off between data efficiency (the amount of data needed to find solutions) and how much its probabilistic guarantees can be trusted. Notice also that both NDLR and QNDLR produce solutions that have higher MSE than the ordinary least squares fit. This is because, as discussed previously, minimizing MSE and the absolute discrimination statistic are at odds—the algorithms must balance the trade-off between error and discrimination.

We also provide empirical comparisons to a few other algorithms. First, we include soft constrained linear regression (SCLR), which includes soft constraints as described previously using various settings of $\lambda$ (we write SCLR($\lambda$) to denote SCLR applied with a specific value of $\lambda$). Notice that larger values of $\lambda$ result in smaller magnitude discrimination statistics, and that the magnitude of the discrimination statistic is sensitive to the choice of $\lambda$—if it is selected to be too large, the MSE is unnecessarily high, while if it is too small, it will result in too much discrimination. Furthermore, notice that even when using the setting of $\lambda$ that results in the mean absolute discrimination statistic being approximately $\epsilon$, SCLR always returns a solution, and so given small amounts of data it can often produce solutions that discriminate too much.
(a) The probability that a solution was returned for various training set sizes, $m$.

(b) The probability that each method will produce a solution that discriminates too much—a $\theta$ where $|d(\theta)| > \epsilon$—for various training set sizes, $m$.

(c) The MSE of the solutions produced by each method for various training set sizes, $m$.

(d) The mean discrimination statistic, $d(\theta)$, using the solutions produced by each method with various training set sizes, $m$.

(e) Examples of the lines found by several of the algorithms given $m = 500,000$ training points.

Fig. S16. Results of applying various linear regression algorithms to the illustrative example. All results are averaged over 200 trials. LR denotes ordinary least squares linear regression.
4.6 Application of NDLR and QNDLR to Real-World Data

The illustrative example provides an easily reproduced and understood example of how discriminatory behavior can manifest when using machine learning algorithms designed using the standard ML approach, and how it can be mitigated when using (quasi-)Seldonian algorithms. However, it is a simple synthetic example, which raises the question: does this sort of discriminatory (racist or sexist) behavior actually occur when using machine learning algorithms designed using the standard ML approach with real data? Recent research has suggested that the answer is affirmative: machine learning algorithms designed using the standard ML approach that were applied to important problems have acted in racist and sexist ways. For example, Datta et al. [105] showed that standard classification algorithms including logistic regression, support vector machines, and random forests can all produce racist and sexist behavior when used to predict whether or not a person is likely to commit a crime in the future. Similarly, Datta et al. [107] showed that Google’s online advertising system is more likely to show advertisements for a high paying job to men than it is to show it to women, and Kay et al. [128] found that “image search results for occupations slightly exaggerate gender stereotypes and portray the minority gender for an occupational [sic] less professionally.” This real-world discrimination is not limited to gender: Sweeney [113] found that Google AdSense was more likely to generate advertisements suggestive of an arrest record when searching for names associated with black people when compared to searches for names associated with white people. In another example, machine learning algorithms have been used to predict whether convicts will be likely to commit crimes in the future, and these machine predictions were considered during sentencing. A recent investigation into the behavior of these algorithms suggests that they may be twice as likely to incorrectly predict that a black person is likely to commit a crime than they are to incorrectly predict that a white person is likely to commit a crime [3].

In this section we present another example of how regression algorithms designed using the standard ML approach can be applied to real data, how this results in sexist behavior, and how (quasi-)Seldonian algorithms can be used to preclude sexist behavior. Whereas in our illustrative example we predicted the aptitude of job applicants based on their résumé, here we predict the aptitude of students applying to a university. Specifically, we use applicants’ scores on nine exams taken as part of the application process to a university to predict what their grade-point averages (GPAs) will be during the first three semesters at university. Our training set consisted of data from 43,303 students. For each student, we are given three terms: $X, Y,$ and $T$, as in the illustrative example. Here, $X \in \mathbb{R}^9$ is a vector of the student’s 9 exam scores, $Y$ is the student’s mean GPA during the first three semesters of university (using the letter-to-number system $A = 4.0, B = 3.0, C = 2.0, D = 1.0$, and $F = 0.0$), and $T$ is a binary value that indicates if the student is female or male.

For these experiments, we used leave-one-out cross-validation. That is, we predicted the performance of the $i$th student after training using the data from all of the other students, and measured the resulting sample MSE and discrimination statistic when using various regression algorithms. We applied QNDLR and QNDLR($\lambda$) using $\delta = 0.05$ and $\epsilon = 0.05$, as well as four algorithms designed using the standard ML approach: least squares linear regression (LS), an artificial neural network with ten neurons in its hidden layer (ANN) [129], a random forest (RF) [42], and soft-constrained linear regression (SCLR). For the first three
machine learning methods designed using the standard ML approach (LS, ANN, and RF) we used the standard implementations provided by MATLAB R2017b, and we implemented SCLR by performing gradient descent on the objective function provided in Eq. S7. We applied SCLR with $\lambda = 0.1$ and $\lambda = 1.0$, which we denote by SCLR(0.1) and SCLR(1.0) respectively, and we used these same values of $\lambda$ when running QNDLR($\lambda$).

Fig. S17 depicts the result of applying LS, ANN, RF, SCLR(0.1), SCLR(1.0), QNDLR, QNDLR(0.1), and QDNRL(1.0). In all trials (all 43,303 folds of leave-one-out cross-validation) QNDLR, QNDLR(0.1), and QNDLR(1.0) all always returned solutions (not NSF). Notice that the algorithms designed using the standard ML approach discriminate against female applicants (they produce large discrimination statistics), while QNDLR and QNDLR($\lambda$) do not (they successfully bound the discrimination statistic so that it is less that $\epsilon = 0.05$). The sample discrimination statistics (computed using leave-one-out cross-validation and rounded to two significant figures) when using the standard methods are $-0.28$ (LR), $-0.27$ (ANN), $-0.27$ (RF), $-0.26$ (SCLR(0.1)), and $-0.04$ (SCLR(1.0)), while the sample discrimination statistics of QNDLR, QNDLR(0.1), and QNDLR(1.0) are 0.03, 0.03, and 0.01, respectively. Although seemingly small numbers, the discrimination statistics for the standard methods (other than SCLR(1.0), which we discuss later) correspond to massive systematic discrimination against female applicants. To put into context the magnitude of a discrimination statistic of $-0.27$, consider Fig. S18, which provides a histogram of the GPAs of all 43,303 students, and notice that due to the clustering of GPAs towards the upper end of the spectrum, a difference of $0.27$ is significant.

Notice that SCLR($\lambda$) is capable of precluding significant discrimination when $\lambda$ is properly tuned. Earlier we argued that selecting appropriate values for $\lambda$ a priori (before observing the data from the problem at hand) is difficult. Notice that using $\lambda = 0.1$ results in significant discrimination against female applicants. Furthermore, the standard error bars in Fig. S17 indicate that even using $\lambda = 1.0$ resulted in solutions with discrimination statistics above 0.05 with probability greater than $\delta$. By contrast, QNDLR($\lambda$) combines a soft-constrained multiobjective approach with our framework. Even when using values for $\lambda$ that would produce significant discrimination (e.g., $\lambda = 0.1$), QNDLR($\lambda$) still ensures that the discrimination statistic will be below $\epsilon$ with probability at least $1 - \delta$. Also, notice that the mean prediction error for male applicants when using QNDLR(0.1) is above $\epsilon/2 = 0.025$. This does not mean that QNDLR(0.1) violates the behavioral constraint since the mean error for female applicants is not below $-\epsilon/2 = -0.025$. That is, the difference in mean prediction errors remains well below 0.05.

A common misconception about Fig. S17 is that it shows that QNDLR and QNDLR($\lambda$) produced more accurate predictions for all students—they did not. To emphasize this point, in Fig. S19 we provide additional information about the estimators of GPA produced by each method. Notice that, just like in the illustrative example, the non-discriminatory algorithms tend to produce estimates with slightly higher MSE than the algorithms designed using the standard ML approach, but significantly less discrimination. This slightly higher MSE is the cost associated with precluding significant discrimination when applying a quasi-Seldonian algorithm for this application.
Fig. S17. Empirical results using various regression algorithms to predict student GPAs based on entrance exam scores. Results are averaged over all 43,303 folds when using leave-one-out cross-validation, and standard error bars are provided.

4.7 Application Using Other Definitions of Fairness

Since the Seldonian framework is a framework for designing machine learning algorithms, not a particular algorithm, it can be used to create classification algorithms. Furthermore, a primary benefit of Seldonian algorithms is that they are not tied to a specific definition of undesirable behavior—they allow the user to define what he or she considers to be undesirable behavior. In the context of ensuring fairness, this means that Seldonian algorithms allow the user of the algorithm to define the definition of fairness that is appropriate for the application at hand. This generality is critical because users may not use fair machine learning algorithms if the provided fairness guarantees do not align with the users’ goals.

To provide supporting evidence for the claim that Seldonian algorithms can allow the user to specify a variety of different definitions of undesirable behavior, we used the algorithm in Fig. S15 (using CMA-ES [130] to solve for \( \theta_c \) on line 4) to perform classification using multiple modern definitions of fairness defined by other researchers in recent related literature. The transition from regression to classification involves replacing the objective function \( f \) (MSE) with a classification loss function, and defining \( g \) to encode other definitions of fairness. Specifically, we use the indicator loss function as our objective: 

\[
f(\theta) := \Pr(\hat{y}(X, \theta) = Y).
\]

Because some definitions, such as disparate impact, cannot be estimated without bias, and the concentration inequalities we use require unbiased estimates, we construct high-confidence bounds for these definitions by first constructing suitable confidence intervals for the terms that they depend on (which we call base variables), and then combining these intervals
into a confidence interval for \( g \). For example, when computing the bound when \( g \) encodes disparate impact, we construct separate confidence intervals for \( \Pr(\hat{y}(X, \theta) = 1|T = 0) \) and \( \Pr(\hat{y}(X, \theta) = 1|T = 1) \), which we then use to bound \( g \). Recall from our earlier discussion that we use the machine learning community’s definitions of disparate impact and disparate treatment, which, at times, may not align with their legal counterparts.

To convert the GPA prediction problem into a classification problem, we used a GPA threshold of 3.0 to group students into “high performance” and “low performance” groups. We considered the task of predicting whether a student falls into the low- or high-performance group, while not discriminating based on sex. We defined \( Y = -1 \) to denote membership in the low-performance group (GPA < 3.0) and \( Y = +1 \) to denote membership in the high-performance group (GPA ≥ 3.0). To demonstrate the generality of our approach, we repeated our experiment five times, each time using a different definition of discrimination: disparate impact, demographic parity, equal opportunity, equalized odds, and predictive equality. Because these definitions were originally formulated as hard constraints rather than real-valued metrics, we converted them to metrics by measuring the degree to which they are violated, and introduced a definition-specific tolerance parameter \( \epsilon \). For example, since demographic parity requires that the rate of positive predictions be equal for each type, we applied a constraint objective that measures the absolute difference between these rates, with

---

**Fig. S18.** Histogram of student GPAs in the data set.

**Fig. S19.** The MSE and absolute mean discrimination statistic (AMDS)—the absolute value of the sample mean discrimination statistic over all trials—for the various regression algorithms.
a tolerance $\epsilon_{DP}$:

$$g_{DP}(\theta) := |\Pr(\hat{y}(X, \theta) = +1 | T=0) - \Pr(\hat{y}(X, \theta) = +1 | T=1)| - \epsilon_{DP}.$$  \hspace{1cm} (S32)

The tolerance for each definition will typically be determined by the application; for illustrative purposes, we used tolerances of $-0.80$, $0.15$, $0.2$, $0.35$, and $0.2$, respectively, for disparate impact, demographic parity, equal opportunity, equalized odds, and predictive equality.

For our experiments, we evaluate linear models trained using a variety of classification algorithms. We refer to our Seldonian approaches as Seldonian classification (SC) and quasi-Seldonian classification (QSC). To establish baseline performance, we compare to two standard classification algorithms and two algorithms that are specifically formulated to enforce certain definitions of fairness. First, we compare to linear models trained using stochastic gradient descent using the logistic loss, perceptron loss, and hinge loss, as well as logistic regression and linear support vector classification [131]. Because the performance of these baselines individually is not important to our results, we group these approaches together in our results, and refer to them as the standard approaches. While these methods are not designed to enforce fairness, we also evaluate two recently-proposed state-of-the-art fairness-aware algorithms, Fairlearn and Fairness Constraints.

As described previously, Fairlearn (FL) can enforce definitions of fairness that can be written as a set of linear constraints on conditional moments, such as confusion rates [24]. It includes a tolerance parameter that determines the maximum amount by which fairness can be violated, analogous to $\epsilon$ in our formulation. We used the implementation provided by Agarwal et al. [24], which includes code to enforce demographic parity and equalized odds. For other definitions of fairness, we set Fairlearn to enforce equalized odds as a surrogate fairness definition, and tested several settings of the tolerance parameter to assess the performance of the approach. When applying FL to definitions besides demographic parity and equalized odds, we evaluate FL using tolerance values of 0.01, 0.1, and 1.0.

In addition, we evaluate the approach of Zafar et al. [25], which we refer to as Fairness Constraints (FC). FC is designed to simultaneously enforce disparate treatment and disparate impact. However, because an objective based on disparate impact is non-convex and therefore difficult to optimize, FC uses a relaxed version that limits the covariance between the protected attributes and the model’s predictions. Because there is not a simple correspondence between this covariance and the parameter $p$ of disparate impact [25], we provide results for several parameter settings. As with FL, we evaluate performance using covariance parameter values of 0.01, 0.1, and 1.0.

When performing our evaluation, we trained each model to make predictions using non-sensitive features only—that is, all predictions were made using $X$, but not $T$. As a result, all of the models we evaluate satisfy the principle of disparate treatment. Also, notice that FC was only designed to limit disparate impact, FL was not designed to limit disparate impact, and the standard approaches were not designed to limit any of these definitions of fairness. Still, we report the performance of all of these methods for all definitions of fairness to show when they do and do not happen to successfully limit different definitions of fairness and to emphasize that only the (quasi-)Seldonian methods successfully ensure every type of fairness.

Fig. 3 (main text) presents results showing the behavior of these Seldonian and non-Seldonian algorithms when predicting the performance group for students while precluding
disparate impact (first row), demographic parity (second row), equal opportunity (third row), equalized odds (fourth row), and predictive equality (fifth row). For each algorithm, we evaluate how three metrics vary with the amount of data used for training: classification accuracy (left), solution rate (the probability with which each algorithm returns a solution, center), and failure rate (the frequency with which each algorithm violates the fairness constraint, right). The goals of varying the amount of training data are to expose the tendency for some algorithms to exhibit unfair behavior when smaller data sets are available and to show how little data our algorithm requires to frequently return solutions. For each position on the horizontal axis (number of training samples), we conducted 250 trials. For each trial, we resampled a training set with the specified number of training samples without replacement, and a larger data set without replacement from the remaining data points. We used this larger data set to evaluate the classifiers produced by the algorithms.

For all definitions of fairness, the failure rates for both our Seldonian and quasi-Seldonian classification algorithms are consistently below $100\%$ and therefore satisfy the behavioral constraints. While other methods that consider fairness were also fair to use in some settings, each violated the behavioral constraints provided by our approach for some definitions and data set sizes. In particular, even when used with the fairness definitions for which they were designed, such as using FC to enforce disparate impact or FL to enforce demographic parity, these approaches often returned unfair solutions when trained on small data sets. The standard classification algorithms, which ignore fairness and optimize accuracy alone, typically return unfair solutions for all data set sizes. This evaluation shows that our approach is general enough to apply to a variety of meaningful fairness definitions, while remaining fair even when applied in configurations that cause other fairness-aware methods to fail.

The ability of our Seldonian algorithms to satisfy the behavioral constraints comes at a cost, reflected in Fig. 3 by the, in some cases, low accuracy and solution rates. This is not unexpected—it is unreasonable to assume that arbitrary fairness constraints can be enforced without a loss of accuracy—and when provided with sufficient data, SC and QSC consistently return fair solutions that achieve comparable accuracy to the best-performing alternative methods, which are often unfair.

It is important to note that SC and QSC are preliminary classification algorithms that fit within the Seldonian framework; given the performance of these algorithms, we consider the development of more sophisticated Seldonian methods to be an exciting direction for future work. In essence, SC and QSC show that Seldonian classification algorithms can be effectively applied to significant problems of interest, but they can be improved in several ways. For example, using concentration inequalities other than Hoeffding’s, such as Maurer and Pontil’s empirical Bernstein bound [132], could provide tighter confidence intervals, which would increase the rate with which our methods return solutions, especially when little data is available for training. Bounds derived from bootstrap confidence intervals [91], despite only holding approximately, could also be used to produce quasi-Seldonian classification algorithms that are more likely to return solutions and that achieve higher classification accuracy compared to QSC. Furthermore, there are several existing fairness-aware methods that provide upper bounds on the severity of unfair behavior which could be adapted to produce Seldonian algorithms that perform well for particular definitions of undesirable behavior [24]. Alternatively, improvements to the candidate selection process used by our methods could yield Seldonian classification algorithms that pass the safety test more often.
while achieving higher classification accuracy. In particular, Seldonian algorithms that use improved methods for balancing the objectives of attaining low classification accuracy and being likely to pass the safety test could be much more data-efficient than SC and QSC. These directions for future research show the generality of the Seldonian framework, and highlight the fact that the results presented here should not be taken as limits of what the framework can achieve, but as a proof-of-concept of what is possible.

In summary, we have applied our Seldonian and quasi-Seldonian algorithms for regression and classification to enforcing a variety of behavioral constraints that capture different notions of fairness. These examples highlight that the design of Seldonian algorithms that function with a realistic amount of data is tractable (i.e., the theoretical guarantees are not impractical), and also show that Seldonian algorithms are general enough to constrain many types of undesirable behavior. In the following section, we show how a quasi-Seldonian algorithm can be used to solve a reinforcement learning problem. This application further highlights how Seldonian algorithms can provide an interface that enables a broad class of behavioral constraints and further emphasizes that the Seldonian framework is about precluding all types of undesirable behavior, not just unfair behavior.

5 Example: A Seldonian Reinforcement Learning Algorithm and its Application to Diabetes Treatment

So far we have focused on (quasi-)Seldonian algorithms that solve the relatively simple problem of fitting a line to data to provide an easily accessible and broadly interesting example. We now show that the ideas we have presented are not limited to this simple setting. Specifically, we propose a (quasi-)Seldonian batch reinforcement learning (RL) algorithm. RL algorithms allow machines to learn by trial and error without the need for an oracle or teacher to provide correct decisions for a set of training examples. RL has been applied to a variety of challenging problems [133, 134, 135]. For an introduction to RL, see the work of Sutton and Barto [47].

In our prior work we developed Seldonian and quasi-Seldonian batch RL algorithms [136, 137], but we had not yet developed the Seldonian optimization framework and therefore did not generalize our methods to handle a broad class of behavioral constraint functions. The methods presented in those publications only allow for the following single behavioral constraint: with high probability the performance (expected return) of the solution (policy) proposed by our algorithm should attain at least some user-specified baseline. Still, the algorithm, safe policy improvement (SPI), that we proposed could be extended to provide the user with the ability to select behavioral constraints from within a broad class of possible constraints.

Rather than directly extend our previous work, which would result in an algorithm similar to the one in Fig. S15, here we propose a new quasi-Seldonian algorithm that takes a non-standard, but not uncommon [138, 139, 140, 141], approach to RL: we propose an algorithm that searches the space of probability distributions over policies rather than an algorithm like SPI that directly searches the space of policies. This decision simplifies the use of importance sampling [142] by removing the product over time that usually appears when using importance sampling for RL [143]. It also makes it easier for the user to understand what policies our algorithm could feasibly deploy.
Let $\mathcal{P}$ be a set of (stochastic or deterministic) policies of interest for an episodic Markov decision process [144, MDP]. Each $p \in \mathcal{P}$ denotes one way that the agent could make decisions as a function of the input it receives. Let $\mathcal{H}$ be the set of possible outcomes that could occur during one episode of an MDP; each $h \in \mathcal{H}$ is a sequence of states (observations), actions (decisions), and rewards that describes the agent’s interactions with its environment during one episode. We refer to each $h \in \mathcal{H}$ as the history of an episode. Each policy, $p \in \mathcal{P}$, induces a distribution over $\mathcal{H}$. We write $H \sim p$ to denote that the history-valued random variable $H$ will be generated using the policy $p$. Let $r : \mathcal{H} \to \mathbb{R}$ be the return function, where $r(h) \in \mathbb{R}$ is the return of the history $h$, which is a measure of how “good” $h$ is, with larger values being preferable. The goal in RL is typically to find an optimal policy $p^*$: a policy that maximizes the expected return:

$$p^* \in \arg \max_{p \in \mathcal{P}} \mathbb{E}[r(H)|H \sim p]. \quad (S33)$$

We modify this goal to be the following: find an optimal distribution over policies (within a feasible set of distributions over policies). This allows for the application of our algorithm to control problems where the user can specify an initial distribution over (possibly deterministic) policies based on prior beliefs about which policies will perform well. Let $\mu_\theta$ be a distribution over $\mathcal{P}$ for all solutions, $\theta$. We write $P \sim \mu_\theta$ to denote that the policy-valued random variable $P$ will be sampled from $\mu_\theta$. The expected return when using solution $\theta$ can then be written as $\mathbb{E}[r(H)|P \sim \mu_\theta, H \sim P]$.

We assume that $m$ policies $P_1, \ldots, P_m$ were sampled independently from some behavior distribution $\mu^b$ and we assume that each of these policies was used to generate a history, yielding $m$ histories $H_1, \ldots, H_m$. This historical data, formally defined as the random variable $D = \{(H_j, P_j)\}_{j=1}^m$, will be the input to our algorithm. Notice that $D$ is a random variable because each $H_j$ and $P_j$ is a random variable. As before, let $\mathcal{D}$ be the set of all possible historical data sets, $D$. We can now state our goal as an SOP:

$$\arg \max_{a \in A} \mathbb{E}[r(H)|P \sim \mu_{a(D)}, H \sim P] \quad (S34)$$

$$\text{s.t. } \forall i \in \{1, \ldots, n\} \Pr(g_i(a(D)) \leq 0) \geq 1 - \delta_i, \quad (S35)$$

where the expectation is taken with respect to the MDP representing the user’s task, and where $A$ is the set of functions, $a \in A$, where $a : \mathcal{D} \to \Theta$ (where $\Theta$ is the set of possible solutions, which we discuss later).

The algorithm that we propose is likely not an optimal algorithmic solution (especially given that we do not know the MDP representing the user’s task), although it is (quasi-)Seldonian. However, it allows for a broad class of behavioral constraint functions and provides the user with an expressive language with which to define these constraint functions. Specifically, to specify the $i^{th}$ behavioral constraint function $g_i$, the user must select an additional return function $r_i : \mathcal{H} \to \mathbb{R}$, which is used to implicitly define the behavioral constraint:

$$g_i(\theta) := \mathbb{E}[r_i(H)|P \sim \mu^b, H \sim P] - \mathbb{E}[r_i(H)|P \sim \mu_\theta, H \sim P]. \quad (S36)$$

That is, our algorithm must ensure that with probability at least $1 - \delta_i$, it will not change the distribution over policies to one that decreases the expected return, computed using the return function $r_i$.
Notice that this means the algorithm’s user need not know which policies could cause desirable or undesirable behavior. For example, if the user can only recognize when a history, \( h \in \mathcal{H} \), has an undesirable outcome, then he/she could define \( r_i(h) = -1 \) if \( h \) is an undesirable outcome, and \( r_i(h) = 0 \) otherwise. This would specify that with probability at least \( 1 - \delta_i \), the returned distribution over policies should cause undesirable outcomes to occur with probably no more than it was under the behavior distribution.

We will focus on designing a quasi-Seldonian algorithm rather than a Seldonian algorithm. In our earlier work we found that Seldonian batch RL algorithms often require large amounts of data. Although practical when large amounts of data are available, as in problems involving “big-data” [145], for many problems it is difficult to obtain the needed amount of data. By contrast, quasi-Seldonian methods using Student’s \( t \)-test or bootstrap confidence bounds produced solutions given relatively small amounts of historical data, while still providing useful information about the probability that the behavioral constraints will be satisfied [137]. We therefore focus here on a quasi-Seldonian algorithm that uses confidence intervals based on Student’s \( t \)-test. However, the approach taken here can be extended to use other confidence bounds, and proper use of a confidence bound like those produced by Hoeffding’s inequality could produce a Seldonian algorithm.

To simplify the algorithm that we propose here, we assume that the set of solutions is small and finite; that is, \( \theta \in \{1, \ldots, l\} \) for some small \( l \). This assumption allows us to avoid partitioning the training data into two sets, one of which is used to select a single candidate solution, and the other to determine whether this one solution satisfies the necessary probabilistic bounds. Instead, since \( l \) is small, we are able to use the union bound to ensure that our probabilistic bounds hold across all possible solutions simultaneously. This assumption means that the algorithm that we propose is viable mainly when the user has a few ideas about how the initial distribution, \( \mu_b \), might be improved. Again, SPI [26] (extended to allow for more general behavioral constraints) is an example of how Seldonian and quasi-Seldonian algorithms can be designed without this assumption (by partitioning the training data as described above).

The algorithm we propose has two steps. Unlike the (quasi-)Seldonian regression and classification algorithms presented above, which compute a single candidate solution from data, this algorithm assumes that \( l \) candidate solutions have been provided. During the first step, it uses high confidence off-policy policy evaluation (HCOPE) methods [136, 146] to test whether each of the \( l \) solutions satisfies the behavioral constraints. Since these tests use the same data set when testing each of the potential policies, to avoid the problem of multiple comparisons [147], the bounds are each constructed to hold with probability at least \( 1 - \delta/l \), so that all hold simultaneously with probability at least \( 1 - \delta \), by Boole’s inequality. In the second step, the algorithm that we propose searches through the set of solutions that were deemed safe in the first step and returns the single solution that it predicts will have the best performance. If none of the first-step solutions are deemed safe, the algorithm returns No Solution Found.

We now describe these steps in more detail. First, for each of the \( l \) possible solutions, each of the \( n \) behavioral constraints, and each of the \( m \) trajectories of historical data, we use importance sampling [142, 148] to construct an unbiased estimate \( \hat{\rho}_{i,j,k} \) (where \( i \in \{1, \ldots, l\}, j \in \{1, \ldots, n\} \) and \( k \in \{1, \ldots, m\} \)), of \( \mathbb{E}[r_j(H)|P \sim \mu_i, H \sim P] \), where \( \mu_i \) is shorthand for \( \mu_{\theta_i} \). For importance sampling to provide unbiased estimates, we require the assumption that
supp(\(\mu_i\)) \subseteq supp(\(\mu^b\)) for all \(i \in \{1, \ldots, l\}\), which is standard in off-policy policy evaluation research \([143, 136, 149]\). However, if for some \(i \in \{1, \ldots, l\}\), supp(\(\mu_i\)) \(\neq\) supp(\(\mu^b\)), we can leverage our knowledge of \(\mu^b\) and \(\mu_i\) to improve the ordinary importance sampling estimates \([146]\). In our algorithm we use this modified importance sampling estimator to construct each \(\hat{\rho}_{i,j,k}\) (in the event that this modified importance sampling estimator returns fewer than \(m\) estimators for each \(i, j\) pair, we select \(k \in \{1, \ldots, m'\}\) for some \(m' \leq m\)).

Once \(\hat{\rho}_{i,j,k}\) has been computed for all values of \(i, j, \) and \(k\), we use Student’s t-test to obtain high confidence approximate lower-bounds on \(E[r_j(H)|P \sim \mu_i, H \sim P\mu]\) for all \(i \in \{1, \ldots, l\}\) and \(j \in \{1, \ldots, n\}\). We also use Student’s t-test to compute high confidence approximate upper-bounds \(\beta_j\) on \(E[r_j(H)|P \sim \mu^b, H \sim P\mu]\) for all \(j \in \{1, \ldots, n\}\). We use \(\delta_j/(l + 1)\) so that the high-probability approximate upper- and lower-bounds for all solutions hold simultaneously. Next, our algorithm checks which solutions, that is, which values of \(i \in \{1, \ldots, l\}\), produced high confidence approximate lower-bounds that were all above their respective baseline values \(\beta_j\). Those solutions are deemed safe because our algorithm could return any of them and it would be quasi-Seldonian. If no solutions are deemed safe, the algorithm returns No Solution Found (NSF).

If at least one solution is deemed safe, then our algorithm searches within the safe set of solutions, for the solution that it predicts will produce the largest expected return on the MDP. The predictions of expected returns are once again constructed using the modified form of importance sampling. Pseudocode for our algorithm is provided in Fig. S20. For simplicity, this pseudocode assumes that each distribution over policies is a probability density function and uses Riemann integrals.

5.1 On the Ease of Using Our Quasi-Seldonian Reinforcement Learning Algorithm

Algorithms designed using our framework should be easier for a user to deploy responsibly than algorithms designed using the standard ML approach. Above we have shown how difficult it can be to include probabilistic constraints on the behavior of an algorithm designed using the standard ML approach. Here we point out that our quasi-Seldonian RL algorithm is a strong example of a new type of algorithm that makes it easy for the user to place probabilistic constraints on the algorithm’s behavior.

To ensure with high probability that undesirable behavior does not occur, when using our algorithm the user does not need to perform additional data analysis, does not need to have training in statistics and data mining, and does not need to have detailed knowledge of the problem at hand (such as knowledge about the true transition or return functions of the relevant MDP). Instead, the user only needs to be able to recognize undesirable behavior to define \(r_i(H)\), a measure of how much undesirable behavior occurred in the outcome \(H\). Other than the auxiliary return functions \(r_i\) and their corresponding confidence levels \(\delta_i\), our algorithm has no additional hyper-parameters that the user must tune. As a result of these properties, our new algorithm can be applied more easily to a variety of batch RL problems for which the user can define what constitutes undesirable behavior without knowing which policies cause undesirable behavior.
We applied the quasi-Seldonian RL algorithm in Fig. S20 to a simplified simulation of providing personalized improvements to bolus insulin dosing for people with type 1 diabetes. This is an example of an important application where safe machine learning methods can complement existing approaches. While we use a fairly detailed metabolic simulator [32, T1DM Version 3.2], this example is intended only as an illustration of the potential applications of our proposed framework and methods. The simulator is not a perfect model, and we consider...
only a simple set of dosage recommendation policies. In Section 5.4, titled Additional Considerations for Clinical Applications, we discuss additional considerations that should be made prior to a real clinical application.

Often machine learning algorithms are evaluated using real-world examples to show the viability of the algorithm. For example, Grabczewski and Duch [20] were some of the first machine learning researchers to use the popular Wisconsin breast cancer data set [21] when evaluating a machine learning algorithm. These experimental results validate the proposed algorithm, but do not imply that the resulting classifier should be used by medical professionals. Rather, the papers by Grabczewski and Duch [20] and subsequent machine learning researchers provided tools that researchers with the appropriate domain knowledge and medical expertise could apply properly to cancer treatment [22, 150, 151, 152].

Similarly, in this section we show how a Seldonian RL algorithm could be applied to an important medical problem: optimization of insulin dosing for type 1 diabetes treatment. This experiment shows that the design of (quasi-)Seldonian RL algorithms is tractable and that these algorithms do not require an impractical amount of data when applied to realistic problems. Furthermore, this application presents a clear example of how (quasi-)Seldonian reinforcement algorithms can enforce safety guarantees that standard RL algorithms would violate. Just as Grabczewski and Duch [20] did not intend for their results on the breast cancer data set to result in the direct application of their classifier, these experiments should not be misinterpreted as a proposal for our quasi-Seldonian RL algorithm (with the return function, policy representation, and behavioral constraints that we select) to be deployed as-is to diabetes treatment.

Briefly, type 1 diabetes is the condition in which one’s body does not produce sufficient insulin, a hormone that promotes uptake of glucose from the blood into muscle and liver, which lowers the blood glucose concentration. People with untreated diabetes tend to have high blood glucose levels, a condition called hyperglycemia, which can have significant negative consequences [153]. One treatment for diabetes is the subcutaneous injection of insulin using multiple daily injections with a syringe or an insulin pen, or a continuous infusion using an insulin pump.

If too much insulin is injected, blood glucose levels can become too low, a condition called hypoglycemia. Controlling hyperglycemia is important to prevent the long-term consequences of diabetes, and hypoglycemia is a common severe unintended consequence. Hypoglycemia can cause symptoms ranging from palpitations, sweating, and hunger, to altered mental status, confusion, coma, and even death [33, 34, 69]. Moreover, severe instances of hypoglycemia can triple the five-year mortality rate [69], and recurrent moderate hypoglycemia causes brain adaptations that impair a person’s ability to detect future potentially severe instances of hypoglycemia [35]. Such hypoglycemia unawareness is clinically important because it impairs a person’s ability to make informed decisions prior to a hypoglycemic episode, such as whether it is safe to drive.

Due to the severity of poorly regulated blood glucose levels, a critical decision is how much insulin a person should inject to mitigate hyperglycemia without inducing hypoglycemia. In addition to basal insulin, which regulates blood glucose between meals, an important challenge is to determine dosages of bolus insulin, which counteracts the increase in blood glucose that results from eating meals. A bolus calculator, which can range from software within an insulin pump to a cell phone application, tells a person how much bolus insulin
they should inject prior to eating a meal. Here, we show how our Seldonian RL algorithm can be applied to personalizing the parameters of a bolus calculator. While the basal dosing may or may not also be adapted in a clinical application [154], in our simulations the basal dose is held constant.

Since the amount of bolus insulin to inject depends on many factors, there has been significant interest in adaptive or intelligent bolus calculators, particularly using control theoretic methods, that can use data from the outcomes of previous injections to adapt treatments to each patient. Examples include model predictive control algorithms [155, 156, 157, 158], proportional derivative controllers [159, 160, 161], proportional integral derivative controllers [162, 163, 164], and Mamdani type fuzzy logic controllers [165]. These control algorithms, as well as other intelligent insulin delivery systems, have seen strong clinical success in deployed systems such as the Medtronic 670G, Space GlucoseControl system, and zone-MPC, among others [166, 167, 168, 169, 170, 171, 172]. For a history of bolus calculators, see the work of Schmidt and Nørgaard [31], and for a review of early insulin delivery controllers, see the work of Hovorka [173].

Another notable control-based approach to calculation of insulin dosage is the Run-to-Run (R2R) approach first proposed by Sachs et al. [174]. R2R is a control approach related to iterative learning control and repetitive control [175] wherein a controller is used to control a system for a sequence of runs (cf. RL’s episodes). In the context of an adaptive bolus calculator, each run corresponds to a day (24 hours), and each day is broken into a set of segments. The amount of insulin given during each segment is based on a performance measure calculated for that segment of the previous day. R2R controllers for insulin dosing have promising stability properties under mild linearity assumptions [176, 177] and have obtained promising empirical results both in silico [178, 179, 180, 176, 181, 177, 182, 180, 183, 184, 37, 185] and clinically [186]. Another recent approach combines adaptive updating of the insulin parameters with case-based reasoning [187], showing promising preliminary clinical results [188].

These existing methods often use a patient dynamics model that includes a gain parameter and patient-specific values for the target maximum and minimum blood glucose values at certain points during the day. This gain parameter is typically either estimated for the population or requires tuning for individuals based on existing data. Our proposed reinforcement learing approach is complementary to these approaches, as it could be used to improve the gain for a particular patient based on that patient’s own data, and in a way that provides guarantees on the adaptive bolus calculator’s performance for that individual. In addition, while existing R2R algorithms work well if the gain is well specified and the proposed target glucose levels are achievable, it is unclear what their behavior will be if it is not possible to achieve the desired target glucose levels for a particular patient (e.g., will the resulting behavior satisfy one target value but not the other, or will some other behavior result). In contrast, our framework allows a medical expert to specify a constraint on the desired behavior, such as that the insulin dosage policy may not be altered in a way that increases hypoglycemia relative to the current policy for this particular patient.

Despite the potential benefits of using supervised learning [189] or RL algorithms to create personalized adaptive bolus calculators [30] or adaptive basal and bolus therapies [190, 191], their use has not yet seen the successes of other approaches. This may be in part because these existing approaches have used RL algorithms designed using the standard ML approach and which therefore lack meaningful safety guarantees. Whereas the stability properties of
conventional control algorithms are well understood, most RL algorithms have only asymptotic convergence guarantees [192] and in practice are sensitive to the setting of hyperparameters like step sizes, exploration rates, trace decay rates, policy representations, and value function representations [47]. So, although RL algorithms attempt to maximize the expected return, as a consequence of the random nature of data, or due to imperfectly tuned hyperparameters, in practice they often return policies that decrease the expected return both during and after learning.

One might wonder if one could regulate undesirable behavior by changing the reward function to further penalize undesirable behavior. Because RL algorithms can return policies that decrease the expected return relative to the initial policy, this is not sufficient to ensure that undesirable behavior will not occur. Furthermore, it is often unclear how much to penalize an undesirable outcome, such as hypoglycemia, to ensure that it is avoided, while still ensuring that the approach optimizes a desired primary objective, for example, minimizing the frequency of hyperglycemia. Existing RL algorithms do not provide a straightforward mechanism to allow users to insert safety constraints on behavior that are separate from the primary objective (maximizing the expected return). For example, they do not provide a means for ensuring that the policy (or distribution over policies) will not be changed in a way that increases the prevalence of low blood glucose for a particular patient (increases the prevalence of undesirable behavior), while increasing the primary objective function that trades off hypoglycemia and hyperglycemia (increasing the expected return). Thus, as an application of machine learning (reinforcement learning) held back by a lack of safety guarantees, creation of a personalized adaptive bolus calculator presents a clear example of the benefits of Seldonian RL algorithms over standard RL algorithms.

5.2.1 Simulation Design

We now describe our experimental setup for comparing Seldonian RL algorithms with classical RL algorithms for simulated adaptive bolus calculation. Our aim is to illustrate how a domain expert might use an algorithm designed using our new framework to improve the policy (controller) for a particular patient, while ensuring that, with high probability, the controller will not be modified in a way that violates safety constraints specified by the domain expert. We focus on safety constraints pertaining to hypoglycemia due to the large negative clinical implications of this condition, but our approach is applicable to many alternate constraints, as we illustrate below.

To simulate a patient we used a newer version of the simulator used by Bastani [30]: Version 3.2 of the type 1 diabetes metabolic simulator (T1DMS) [32]. T1DMS is a metabolic simulator that has been approved by the US Food and Drug Administration as a substitute for animal trials in pre-clinical testing of treatment policies for type 1 diabetes, and is often used to evaluate adaptive bolus calculators [176, 181, 182]. For an initial illustration we selected subject adult#003 within T1DMS.

One strength of our approach is that it provides per-subject guarantees. That is, standard ML approaches to constructing and evaluating adaptive bolus calculators often measure performance across a population of individuals and argue that new bolus calculators work better for the population (with arguments of statistical significance over the entire population). These arguments of statistical significance provide a form of safety guarantee about the
performance of the new adaptive bolus calculator for the population. We instead focus on providing a personalized guarantee—that the controller for an individual subject will not be changed in a way that is worse for that one individual. We therefore perform multiple simulations of a particular individual, with each simulation using different random meal times and random samples within the learning algorithm. Although initially we focus on the individual adult within T1DMS, later we show that this individualized approach is effective for personalizing treatments for all ten simulated adults within T1DMS.

Following the experimental setup proposed by Bastani [30], the subject is provided with three meals of randomized sizes at randomized times. Due to these random meal sizes and times, applying the same policy parameters for two different days can result in different outcomes. Also following previous work, we largely adopt the experimental design proposed by Bastani [30], which adapts a relatively simple type of bolus calculator that does not include a dependence on *insulin on board*—a statistic that tracks how much insulin has been injected previously. In this experimental setup, the amount of insulin (measured using *insulin units*) that a person with diabetes is instructed to inject prior to eating a meal is given by:

\[
injection = \frac{\text{blood glucose} - \text{target blood glucose}}{CF} + \frac{\text{carbohydrate content of meal}}{CR},
\]

where blood glucose is an estimate of the person’s current blood glucose (measured from a blood sample and using milligrams per deciliter of blood, i.e., mg/dL), target blood glucose is the desired blood glucose (also measured using mg/dL), which is typically specified by a physician, the carbohydrate content of meal is an estimate of the size of the meal to be eaten (measured in grams of carbohydrates), and \( CR \) and \( CF \) are two real-valued parameters that, for each person, must be tuned to make the treatment policy effective. \( CR \) is the carbohydrate-to-insulin ratio, and is measured in grams of carbohydrates per insulin unit, while \( CF \) is called the correction factor or insulin sensitivity, and is measured in insulin units per mg/dL. Following the prior work on which we based our experimental design [30], where a target blood glucose of 6 mmol/L was used, we select a target blood glucose of 108 mg/dL (a close approximation to 6 mmol/L).

In the RL context, \( CR \) and \( CF \) are the parameters of a parameterized policy for an MDP in which actions correspond to recommended injection sizes and the state is a complete description of the subject at the current time.\(^4\) The parameterized policy uses function approximation—it depends only on an observation (the blood glucose estimate acquired from a blood sample) that depends on the current state of the person.\(^5\)

Intuitively, the return function should penalize deviations of blood glucose from optimum levels (with larger penalties for blood glucose levels that are too low). Precisely defining a return function of this sort is difficult because there are two conflicting goals: 1) keep blood glucose levels from becoming too high, and 2) keep blood glucose levels from becoming too low. Because hypoglycemia can have more severe consequences than hyperglycemia, the goal

\(^4\)Note that the complete state of the subject is not likely to be observable, but as we will define next, the policy will only depend on an available observation, even though the dynamics underlying how insulin doses impact a person may be much more complex and depend on other aspects of the patient’s health and context.

\(^5\)Alternatively, this problem could be modeled as a partially observable Markov decision process (POMDP). However, since we focus on state-free policies [193, Section 7], the MDP framework with function approximation is sufficient.
is typically to minimize the time that a person is hyperglycemic, subject to the constraint that hypoglycemia never occurs. In practice, however, hypoglycemia cannot be completely precluded [69]. This means that the return function must be selected to trade-off between hyperglycemia and hypoglycemia, a problem described in detail by Bastani [30, Section 1.3.6].

Here the user of our quasi-Seldonian RL algorithm (Fig. S20) would have to make a decision: what return function quantifies their personal view of the trade-off between hypoglycemia and hyperglycemia, and what auxiliary return functions capture their view of undesirable behavior? Because our aim is to evaluate our Seldonian approach, not to advocate a particular answer to these questions, we adopt the return function used in previous work [30]. To this end, we let the history from each day contain a record of blood glucose levels at each minute, i.e., \( h = (g_0, g_1, g_2, \ldots, g_{1440}) \), where \( g_t \) denotes the blood glucose measurement \( t \) minutes after midnight, in mg/dL. The return function is then given by:

\[
    r(h) := \frac{1}{1441} \sum_{t=0}^{1440} \begin{cases} 
        -\frac{(g_t-108)^2}{1623} & \text{if } g_t < 108 \text{ mg/dL} \\
        -\frac{(g_t-108)^2}{3246} & \text{if } g_t \geq 108 \text{ mg/dL}
    \end{cases}
\]

(S38)

These seemingly peculiar constants arise because Bastani [30] presented their reward function using mmol/L rather than mg/DL. This return function effectively computes a reward at each minute of the day, and the return for the day is then the average reward during the day.

The second decision that the user of our quasi-Seldonian RL algorithm must make is how to define the behavioral constraints through the auxiliary return function. Again, because our goal is not to promote a particular mapping of the diabetes management problem to the Seldonian framework, here we present one possible definition of the auxiliary return function \( r_1 \), and later we present results using this and other potential definitions that could capture the safety restrictions desired by different diabetes management experts. Precisely, we define an \( r_1 \) that penalizes low blood glucose levels:

\[
    r_1(h) := \begin{cases} 
        \frac{1}{1441} \sum_{t=0}^{1440} (g_t-108)^2 & \text{if } g_t < 108 \text{ mg/dL} \\
        0 & \text{if } g_t \geq 108 \text{ mg/dL}
    \end{cases}
\]

(S39)

Setting the policy parameters \( CR \) and \( CF \) to specify the insulin dosage policy that yields the best results for an individual based only on basic knowledge about a person (age, weight, etc.) is difficult, and perhaps impossible. Here we consider the case in which a physician initially proposes ranges of possible values for \( CR \) and \( CF \) for a particular individual. The parameter values for any insulin dosage policy considered should lie within these ranges. We refer to \( \mathbb{E}[r_1(H)] \) as the *prevalence of low blood glucose* hereafter. Below we also discuss the mean-time-hypoglycemic-per-day, a different possible measure of the prevalence of low blood glucose.

Our aim is to evaluate how a batch RL algorithm can take in a series of previously applied policies (settings of \( CR \) and \( CF \)) for a patient, collected across \( m \in \mathbb{N}_{>0} \) days, and output a new distribution over policies that, for this particular patient, increases the expected return as defined by Eq. S38. Furthermore, this algorithm must ensure that the safety constraint is satisfied; that is, it must ensure that with high probability the distribution over policies will not be changed in a way that increases the prevalence of low blood glucose. As an additional safety measure, we might also require the hard constraint that the RL algorithm
will never deploy values of $CR$ and $CF$ outside the range specified by the physician. This application therefore combines aspects of a multiobjective problem (the return function trades-off hypoglycemia and hyperglycemia), a problem with hard constraints (that the values for $CR$ and $CF$ will always be within the window specified by the physician), and the high-probability behavioral constraints allowed by the Seldonian framework (that the prevalence of low blood glucose will not be increased).

Batch RL algorithms for this problem can proceed by taking in all prior data for that person for each day, and evaluating it to determine if it is possible to output a better policy for that individual. For simplicity we assume that data is gathered from values of $CR$ and $CF$ sampled from a uniform distribution $\mu^b$ over the specified input range of $CR$ and $CF$ for that individual, and each pair of policy parameters is used for one day. Note that some amount of variability over time in the policy parameters is essential for any improvement to be possible. If only a single pair of $CR$ and $CF$ parameters are used at all times, our algorithm will not be able to evaluate the potential performance of any other policy. In RL this variability is referred to as exploration. Although here we consider a simple form of exploration to illustrate our method, our approach can be combined with other methods of providing variable insulin dosage recommendations, including stochastic adaptive policies such as those considered in prior RL applications in this setting [30], or with other adaptive bolus calculator methods that vary the insulin dosage policy parameters over time.

These desired properties of a batch policy search algorithm are captured by the Seldonian optimization problem presented in Eq. S34, where the set of algorithms, $A$, is restricted to contain only those algorithms that will never return values of $CR$ and $CF$ outside a specified input range, and where there is a single behavioral constraint ($n = 1$), with auxiliary return function $r_1$, as defined in Eq. S39. That is, a (quasi-)Seldonian algorithm must ensure that with high probability the prevalence of low blood glucose (measured using $r_1$) will not increase, and should try to maximize the expected return (using the MDP return function) otherwise. Because safety is critical, we selected a small constraint confidence level: $\delta_1 = 0.05$.

Our quasi-Seldonian RL algorithm (Fig. S20) is a viable quasi-Seldonian algorithm for this problem, which allows for the specification of a set of possible distributions over policies that will be considered. We selected 27 such distributions, each of which is a uniform distribution over ranges for $CR$ and $CF$ that are subsets of the support of $\mu^b$. Furthermore, each of the 27 distributions contains $1/4$ the support of $\mu^b$. The 27 distributions were generated by an automatic tiling scheme to sample various ratios of the range of $CR$ to the range of $CF$ within the support of $\mu^b$. Examples of the ranges of three of these 27 distributions are provided in Fig. S23 as blue, black, and white boxes.

We modified the algorithm in Fig. S20 to include a model-based control variate in the importance sampling estimate [194, 149, 195]. The approximate model used to construct the control variate was a different setting of T1DMS that produces similar responses to adult #003, but which is not the same. Importantly, the optimal values of $CR$ and $CF$ under the approximate model cause frequent episodes of hypoglycemia: the model cannot be trusted to select values for $CR$ and $CF$. However, the approximate model does provide an effective control variate, which decreases the variance of importance sampling estimates. Furthermore, we observed similar, although not quite as strong, results without the use of this model-based control variate.
5.2.2 Specifying the Initial Input Range of Policy Parameters.

For our *in silico* subject (adult#003), we assume that the physician specifies the initial ranges of CR and CF to be the intervals [8.5, 11] and [10, 15] respectively, as shown by the blue box in Fig. S21. That is, the initial distribution over policies, $\mu^i$, is the uniform continuous distribution over this range. Fig. S23 provides a zoomed in view of the objective function over this range. Notice that this range contains near optimal policies, where $CR \approx 10$, as well as some undesirable policies, e.g., when $CR \approx 8.5$. Furthermore, notice that we observe the same trend as Bastani [30]: when $CR$ is selected properly, performance is robust to the value of $CF$. We selected this range after performing a broader computation of the expected returns (undiscounted sums of rewards) that results from using either the MDP return function or the auxiliary return function, and using various values of $CR$ and $CF$ within a reasonable range, $CR \in [5, 50]$ and $CF \in [1, 31]$. These estimates are depicted in Fig. S21. When $CR$ is too small, hypoglycemia occurs often: the mean returns using the auxiliary return function or MDP return function are both large negative values. When $CR$ is too large, instances of hypoglycemia decrease (the mean return using the auxiliary return function plateaus at zero), but instances of hyperglycemia increase (the mean return using the MDP return function decreases). Thus, the goal of an algorithm is to identify values for $CR$ and $CF$ that lie along the ridge of the objective function that occurs around $CR \approx 10$, erring towards values of $CR$ that are too large.

Notice that these plots are typically *not* available to the physician selecting initial values for $CR$ and $CF$, nor are they available to an algorithm that might try to improve upon a physician’s initial educated guess as to what values of $CR$ and $CF$ will work for the subject. Furthermore, it is difficult for any agent (a physician or RL agent) to accurately estimate these plots from data: each plot is the result of 44,000 simulations. To visualize the difficulty of estimating the expected return for a single $CR$ and $CF$ pair, consider Fig. S22, which shows the result of applying two different $CR$ and $CF$ pairs, one that lies just beyond the ridge resulting in frequent hypoglycemic episodes, and the other that is near-optimal and lies near the top of the ridge. Notice the high variance of the returns relative to the differences between the expected returns using different values of $CR$ and $CF$ (cf. Fig. S21). This high variance means that it is difficult to determine from small amounts of data which of these two $CR$ and $CF$ pairs is better, let alone search the uncountably infinite space of $CR$ and $CF$ pairs for their optimal settings. Thus, one might expect that the high confidence guarantees required of (quasi-)Seldonian algorithms might be impractical. Our results show that quasi-Seldonian algorithms can be effective even for this challenging problem.

5.2.3 Experimental Results and Discussion

We applied our quasi-Seldonian RL algorithm (Fig. S20) and a non-Seldonian algorithm, each for 200 trials. The non-Seldonian algorithm used importance sampling (with the model-based control variate) to estimate the expected return for each of the 27 possible policy distributions used, and output the distribution that it predicted will result in the largest return (in terms of the MDP return function). This corresponds to our quasi-Seldonian RL algorithm, but without any behavioral constraints.

Fig. S24 (left) shows that the quasi-Seldonian algorithm was able to return solutions
**Fig. S21.** The mean returns using the reward function of the MDP, which penalizes both hyperglycemia and hypoglycemia (top row), and the mean returns using the auxiliary reward function $r_1$, which only penalizes hypoglycemia (bottom row). The blue box in the plots in the left column depict an initial range of $CR$ and $CF$ values that might be selected by a physician. The values of $CR$ were tested at intervals of 5 while the values of $CF$ were tested at intervals of 3. Each $CR$ and $CF$ pair was evaluated using Monte Carlo sampling—500 days worth of data. Values between the grid of sampled points are interpolated using linear interpolation.

(others than NSF, in which case the physician’s policy would not be changed) given as little as one month of data. Given 5 months of data (roughly 180 days), the quasi-Seldonian algorithm always returned a new distribution for $CR$ and $CF$ that was different from the initial distribution. While the quasi-Seldonian algorithm sometimes did not return a new policy distribution, the RL algorithm designed using the standard setting always did, but at the cost of often deploying policies that result in increased prevalence of low blood glucose, as shown in Fig. S24 (right). By contrast, across all trials, the quasi-Seldonian algorithm never returned a distribution over policies that increased the prevalence of low blood glucose—much less than the 5% limit required of the algorithm. That is, the algorithm designed using the standard ML approach would not be safe to deploy for adult #003, unlike the quasi-Seldonian

---

6Recall from earlier that each plot in Fig. S23 was generated using a large number of simulations. This large number of simulations was to illustrate how different $CR$ and $CF$ values perform, while Fig. S24 shows the performance of our algorithm.

7Without the control variate, the quasi-Seldonian algorithm returned distributions over policies that increased the prevalence of low blood glucose more frequently, but still with probability well below 0.05.
Fig. S22. Examples of 300 different days using $CR = 8.5$, $CF = 10$ (top row) and $CR = 10$, $CF = 12.5$ (bottom row). The former results in frequent hypoglycemia, while the latter is a near optimal policy. The plots on the left show the blood glucose throughout the day, with the black lines denoting a desirable range of blood glucose levels [30], and the red line denoting optimal levels. The three increases in blood glucose correspond to the times when the subject eats breakfast, lunch, and dinner. The plots on the right show histograms of the resulting returns (sum of rewards) computed using the MDP reward function (returns less than $-0.5$ occur but are not shown).

algorithm, which meets the specified safety constraints.

Notice also that Fig. S24 shows that the costs associated with providing high probability safety guarantees are relatively minor. Specifically, given roughly 75 days of data, these results suggest that with probability at least 95%, the non-Seldonian algorithm returned policies that would not increase the prevalence of low blood glucose (when applied to adult #003). Similarly, the quasi-Seldonian algorithm began returning solutions frequently given roughly 75 days of data. This lack of significant lag between when the non-Seldonian algorithm began to act in a safe manner and when our quasi-Seldonian algorithm began returning solutions (when it was able to automatically determine that returning solutions would be safe) shows that there is little cost associated with requiring a safety guarantee in this case. If the quasi-Seldonian algorithm were not data efficient, then it would not begin returning solutions frequently until long after the non-Seldonian algorithm tended to return solutions that do not increase the prevalence of low blood glucose.

Fig. S25 presents box plots of the expected returns of the policies produced by the Seldonian and non-Seldonian algorithms when run using different amounts of data. To obtain the box in the left plot at the horizontal mark at 50, the non-Seldonian algorithm was trained
Fig. S23. A zoomed in view of Fig. S21. The boundaries of these plots are the range of CR and CF used by the initial distribution over policy parameters, \( \mu^b \). The plots on the right show a side view, which shows the difference between the reward function of the MDP (which penalizes both hyperglycemia and hypoglycemia) and the auxiliary reward function, \( r_1 \), which only punishes hypoglycemia. For all of these plots, CR was varied by increments of 0.25 and CF was varied by increments of 0.5, each CR and CF pair was evaluated using Monte Carlo sampling with 500 days of data, and values between sampled CR and CF values are interpolated using linear interpolation. The blue, black, and white boxes in the plots on the left are discussed later in the text.

In this study the quasi-Seldonian algorithm was provided with a range of admissible values for CR and CF for adult#003, i.e., \( CR \in [8.5, 11] \) and \( CF \in [10, 15] \), which is a
Fig. S24. (Left) The probability that a solution other than No Solution Found (NSF) is returned as the number of days of data is varied. (Right) The probability that a new distribution over policies was returned that increases the prevalence of low blood glucose (defined using $r_1$) over the initial dosage policy distribution. The shaded region depicts standard deviation over 200 trials.

subset of the reasonable ranges for these parameters ($CR \in [5, 50]$ and $CF \in [1, 31]$), as depicted in Fig. S21. This admissible set of values for $CR$ and $CF$ is a hard constraint, i.e., the specification of a feasible set. We provided our Seldonian algorithm with this feasible set, which limits the solutions that the algorithm can return because it is reasonable in this application to assume that a physician could provide this initial range of reasonable parameters.

This raises the following question: Was the safety of our quasi-Seldonian algorithm due to our providing it with this feasible set? We contend that the answer to this question is “no.” The feasible set that we used contains dangerous policies, that is, policies that cause frequent instances of hypoglycemia for adult#003. Consequently, our example is one in which the physician selected a region of policy space (range for $CR$ and $CF$) that is dangerous and suboptimal. In cases in which the physician correctly identifies optimal settings for $CR$ and $CF$, there is no need for tuning, and most algorithms would be safe. The crucial setting is that where the initial range contains suboptimal policies and should be adjusted. Given that the initial range of values for $CR$ and $CF$ that we used includes dangerous policies, it is important that an algorithm that automatically adjusts the treatment policy does not deploy a new treatment policy (within the window specified by the physician) that increases the prevalence of low blood glucose. Fig. S24 shows that this could happen: the non-Seldonian algorithm returned solutions that frequently increased the prevalence of low blood glucose even though it too was restricted to only return solutions within the feasible set specified by the physician.

Figures S24 and S25 show that the algorithm behaved as desired. However, these results are not those typically reported when evaluating the efficacy of an adaptive bolus calculator. Maahs et al. [196] suggest several performance metrics for evaluating the efficacy of a diabetes management system. Of the many proposed metrics, we select three to present here: percent of time hypoglycemic (blood glucose at or below 70 mg/dL), percent of time hyperglycemic (blood glucose at or above 180 mg/dL), and mean blood glucose over the day. Because these statistics are not what the Seldonian algorithm was tasked with optimizing or constraining,
Fig. S25. Left: For different numbers of days of data (in intervals of 5), a box-plot of the distribution of expected returns of the solutions produced by the algorithm designed using the standard ML approach. Outliers are shown as black dots, the blue line is the mean return, and red lines within the boxes mark the medians. All points below $-0.1116$ (where the plot on the right begins) correspond to cases in which the standard algorithm both decreased performance and produced undesirable behavior (an increase in the prevalence of low blood glucose). Right: The same as the left plot, but for the quasi-Seldonian algorithm. The blue line is the mean return, where the initial distribution over policies is used if the algorithm returns NSF, and the magenta line is the mean return given that a solution other than NSF is returned.

reporting these statistics does not quantify the success of the Seldonian algorithm; instead it quantifies the quality of the initial policy distribution, return function, and behavioral constraint that we chose.

Figures S26, S27, and S28 present box plots of the percent time hypoglycemic, percent time hyperglycemic, and mean glucose, respectively. The process for producing these plots was the same as the process described for Fig. S25, except computation of the expected return was replaced with computation of the specified statistic. Fig. S26 shows that the Seldonian algorithm was always effective at reducing the percent of time spent hypoglycemic (when using any amount of data, from 5 days to one year, and across all 200 trials). This is evident by the lack of any boxes denoting outliers above the initial value (which corresponds to the percent of time hypoglycemic per day when using the initial policy distribution). Fig. S27 shows that both algorithms increased the percent of time hyperglycemic per day, as expected, since changes to $CR$ and $CF$ that decrease the time spent hypoglycemic or hyperglycemic cause the other statistic to increase, a property resulting from the combination of this simulated patient, the form of the controller, and the initial ranges for $CR$ and $CF$. Fig. S28 shows that the Seldonian algorithm produced slightly higher mean glucose.

5.3 Additional Experiments

5.3.1 Different Behavioral Constraints

Fig. S27 shows that our method often increased the percent time spent hyperglycemic. Although this behavior is undesirable, it is not the behavior that we instructed the Seldonian algorithm to avoid. The Seldonian algorithm was instructed to constrain hypoglycemia; not
Fig. S26. Box plots showing the percent time hypoglycemic (blood glucose at or below 70 mg/dL) when using the algorithm designed using the standard ML approach (left) and our quasi-Seldonian algorithm (right). The time hypoglycemic per day is measured in days, so that values correspond to the percent of the day spent hypoglycemic. The percent time hypoglycemic of the initial policy distribution is 1.02%.

Fig. S27. Box plots showing the percent time hyperglycemic (blood glucose at or above 180 mg/dL) when using the algorithm designed using the standard ML approach (left) and our quasi-Seldonian algorithm (right). The percent time hyperglycemic of the initial policy distribution is 0.0583%.

hyperglycemia. If the user of the Seldonian algorithm had different views of the constraints that should be applied, he or she could apply the algorithm with a different auxiliary return function that better captures his/her desired definitions of undesirable behavior of an adaptive bolus calculator. To show this, we re-ran these same experiments, but using different definitions of $-r_1(h)$ that the user of the algorithm might select, and using fewer trials (32 trials rather than 200).

Specifically, we experimented with three alternative definitions of $-r_1$. We refer to the original definition in Eq. S39 as the “Hypoglycemic-Return” constraint. The three alternative definitions that we considered are:

- **Time-Hypoglycemic**: the fraction of time per day that the subject was hypoglycemic (blood glucose below 70 mg/DL):

$$r(h) := \frac{1}{1441} \sum_{t=0}^{1440} \begin{cases} -1 & \text{if } g_t \leq 70 \text{ mg/dL} \\ 0 & \text{otherwise.} \end{cases}$$

(S40)
**Fig. S28.** Box plots showing the mean blood glucose (in mg/dL) of the policies produced by the algorithm designed using the standard ML approach (left) and our quasi-Seldonian algorithm (right). The mean glucose produced using the initial policy distribution is 111.63 mg/dL.

- **Time-Hyperglycemic:** the fraction of time per day that the subject was hyperglycemic (blood glucose above 180 mg/DL):
  \[
  r_1(h) := \frac{1}{1441} \sum_{t=0}^{1440} \begin{cases} 
  -1 & \text{if } g_t \geq 180 \text{ mg/dL} \\
  0 & \text{otherwise} 
  \end{cases}
  \]  
  (S41)

- **Expected Return:** the auxiliary return was defined to be the same as the return defined by Eq. S38. Because the return trades-off hypoglycemia and hyperglycemia, this definition of the auxiliary function allows some increase in hypoglycemia if it results in a sufficiently large decrease in the prevalence of hyperglycemia, and vice versa.

The key messages from these additional experiments are that 1) the algorithm was again able to return solutions using reasonable amounts of data, when safe solutions exist, and 2) when instructed to bound a particular statistic, the Seldonian algorithm did so without fail in all cases.

Consider first the experiment using the time-hypoglycemic constraint. The results from this experiment are reported in Figures S29 and S30. Fig. S29 shows that, although the Seldonian algorithm still returned solutions using a reasonable amount of data, more data was required than when the original definition of \( r_1 \) was used. This is likely because the original definition of \( r_1 \) produced non-zero values for a wider range of blood glucose levels, thereby providing a less sparse signal. Fig. S29 also shows that the Seldonian algorithm successfully enforced the behavioral constraints, with the probability of undesirable behavior remaining well below the specified 5% threshold.

Next we repeated our experiments using the time-hyperglycemic constraint. The results of these experiments are reported in Figures S31 and S32. Although our original system resulted in changes to the policy distribution that increased the prevalence of hyperglycemia, this example shows the behavior of our algorithm when it is explicitly required (via a behavioral constraint) to ensure that the time spent hyperglycemic is not increased. This is a particularly interesting example because, due to the experimental design (the type of controller, initial ranges for \( CR \) and \( CF \), and the chosen simulated subject), policies that increase the expected
Fig. S29. Results using the time-hypoglycemic constraint. (Left) The probability that a solution other than No Solution Found (NSF) is returned as the number of days of data is varied. (Right) The probability that a distribution over policies was returned that increased the prevalence of undesirable behavior (increased the expected time hypoglycemic) relative to the initial distribution over policies. The shaded region depicts standard deviation, measured over 32 trials.

Fig. S30. Results using the time-hypoglycemic constraint. Box plots showing the percent time hypoglycemic (blood glucose at or below 70 mg/dL) when using the algorithm designed using the standard ML approach (right) and our quasi-Seldonian algorithm (left). The percent time hypoglycemic of the initial policy distribution is 1.02%.
**Fig. S31.** Results using the time-hyperglycemic constraint. (Left) The probability that a solution other than NO SOLUTION FOUND (NSF) was returned as the number of days of data was varied. (Right) The probability that a distribution over policies was returned that increased the prevalence of undesirable behavior (increased the expected time hyperglycemic) relative to the initial distribution over policies. The shaded region depicts standard deviation, measured over 32 trials.

**Fig. S32.** Results using the time-hyperglycemic constraint. Box plots showing the percent time hyperglycemic (blood glucose at or above 180 mg/dL) when using the algorithm designed using the standard ML approach (left) and our quasi-Seldonian algorithm (right). The standard algorithm still increased the percent time hyperglycemic per day, even when using a year of data, because the return function (primary objective) was not modified—only the behavioral constraint was modified from the original experiment. The percent time hyperglycemic of the initial policy distribution is 0.0583%.
return (the primary objective) all also increase the prevalence of hyperglycemia. This is a result of the fact that the return function penalizes hypoglycemia more than hyperglycemia. For this case, we verified that all 27 possible distributions over policies that the RL agent could return would either violate this safety constraint or decrease the expected return. Our algorithm therefore exhibited ideal behavior in this example: it returned NoSolutionFound on every trial.

Finally, we repeated our experiments using the expected return constraint. The results from this experiment are reported in Figures S33 and S34. While the standard algorithm sometimes returns policies that decrease the expected return, the Seldonian algorithm successfully ensures that (with probability at least 95%) it only changes the policy distribution when the expected return will increase.

### 5.3.2 Reducing Hypoglycemia and Hyperglycemia Given a Different Initial Policy Distribution

In some scenarios our algorithm can reduce the frequency of both hypoglycemia and hyperglycemia relative to an initial policy distribution: whether this is possible or not depends on the initial policy distribution and the chosen behavioral constraint. To illustrate this, we consider a case where the initial policy distribution is defined over a different and wider range: \( CR \in [20, 30] \) and \( CF \in [5, 10] \) rather than \( CR \in [8.5, 11] \) and \( CF \in [10, 15] \). Referring back to Fig. S22, it is clear that this larger window contains worse initial values for \( CR \) and \( CF \), which cause both hypoglycemia and hyperglycemia. This example reflects the case where a clinician initially has more uncertainty about which parameter values will work well for a patient, and where improvement with respect to both time hypoglycemic and time hyperglycemic is possible.

We repeated our experiment with adult#003, and the initial definition of \(-r_1\) that penalizes hypoglycemia proportional to its severity, but with this modified initial range for \( CR \) and \( CF \). The results of this experiment are presented in Fig. S35, which shows that the Seldonian algorithm was able to return solutions using a small amount of data, and that these solutions decreased the percent time hypoglycemic as well as the percent time hyperglycemic. In other words, when a reduction in both hypoglycemia and hyperglycemia is possible, the Seldonian algorithm is capable of reducing both while enforcing a behavioral constraint (here on hypoglycemia).

### 5.3.3 Different Simulated Subjects

Because our method improves personalized treatment, our discussion above focused on running multiple trials using an individual patient. However, Version 3.2 of T1DMS includes ten simulated adult subjects. We repeated our experiments using all ten of these simulated adults. The goal of this experiment was to provide further evidence that our algorithm can return solutions given a reasonable amount of data, and that it properly ensures that the prevalence of undesirable behavior (in whatever manner it is specified) is not increased.

We did not change the initial values for \( CR \) and \( CF \). This provides variability across our experiments because these ranges for \( CR \) and \( CF \) are poor choices for some simulated patients. As shown by the results to be described here, this variability had no impact on our algorithm’s behavior, regardless of which simulated patient was used and how “good” the
**Fig. S33.** Results using the expected return constraint. (Left) The probability that a solution other than NO SOLUTION FOUND (NSF) was returned as the number of days of data was varied. (Right) The probability that a distribution over policies was returned that increased the prevalence of undesirable behavior (decreased the expected return) relative to the initial distribution over policies. The shaded region depicts standard deviation, measured over 32 trials.

**Fig. S34.** Results using the expected return constraint. Box plots showing the expected returns that result when using the algorithm designed using the standard ML approach (left) and our quasi-Seldonian algorithm (right). The expected return of the initial policy distribution is $-0.1116$. 
Fig. S35. Results using the different initial range for \( CR \) and \( CF \), averaging over 32 trials. The left plot shows the probability a solution other than NSF was returned. We omit the plot showing the probability of undesirable behavior because in this example undesirable behavior never occurred. The middle and right plots show the percent time hypoglycemic and percent time hyperglycemic when using the quasi-Seldonian algorithm (compare to Figures S26 and S27 respectively). This differs from previous plots: here both box plots are for the quasi-Seldonian method, but present different metrics.

initial ranges for \( CR \) and \( CF \) were, our algorithm reliably found policies that increased the expected return (when such policies existed) while enforcing the chosen behavioral constraints. We note that this variability implies that the magnitudes of the reported statistics, such as time hypoglycemic, time hyperglycemic, and mean glucose, are not meaningful because these statistics depend heavily on the quality of the initial range for \( CR \) and \( CF \) for each particular patient. However, the relative magnitudes of these statistics before and after the distribution over policies is changed remain meaningful. Our algorithm should increase expected return while ensuring that the behavioral constraints are enforced, even if this means only requiring improvement relative to a poor initial distribution over policies, e.g., one that causes frequent hypoglycemia.

The results of these experiments are summarized in Figures S36 through S39. Each of these figures presents the probability of a solution being returned on the left, and the probability of undesirable behavior being produced on the right. Each curve in each figure panel corresponds to a different simulated adult patient, and all panels show ten curves using both the quasi-Seldonian and non-Seldonian algorithm (although some curves are obscured by other curves). For each possible behavioral constraint and each simulated adult, 32 trials were run and standard deviation error bars are included.

Fig. S36 depicts the results when using the original definition of the auxiliary return function, \(-r_1\), which limits the prevalence of low blood glucose by punishing hypoglycemia in proportion to its severity. Fig. S37 depicts the results when using the time-hypoglycemic definition of the auxiliary return function, which limits the fraction of time per day that the person is hypoglycemic while not taking into account the severity of the hypoglycemia beyond the 70 mg/dL threshold. Fig. S38 depicts the results obtained using the time-hyperglycemic definition of the auxiliary return function, which limits the fraction of time per day that the person is hyperglycemic. Fig. S39 depicts the results obtained using the expected return definition of the auxiliary return function, which requires improvement with respect to the primary return function that trades-off hyperglycemia and hypoglycemia.

A salient feature of these results is that regardless of the simulated subject and the chosen definition of the behavioral constraint, the quasi-Seldonian algorithm behaved precisely as
Fig. S36. Results on ten *in silico* subjects using the original definition of $r_1$.

Fig. S37. Results on ten *in silico* subjects using the time-hypoglycemic definition of $r_1$.

Fig. S38. Results on ten *in silico* subjects using the time-hyperglycemic definition of $r_1$. 
Fig. S39. Results on ten *in silico* subjects using the expected return definition of $r_1$. It returned solutions using a reasonable amount of data when possible, and in all cases the probability that the quasi-Seldonian algorithm produced undesirable behavior was well below the required 5% limit. In contrast, the non-Seldonian algorithm frequently produced policy distributions that produced undesirable behavior.

5.4 Additional Considerations for Clinical Applications

New machine learning algorithms are often validated by applying them to mockups of real applications. Our example application of a Seldonian RL algorithm to a mockup of the adaptive bolus calculation problem shows the feasibility of creating and using Seldonian algorithms. This example also suggests that an interdisciplinary team of computer scientists and medical researchers could pursue the actual use of (Seldonian) RL algorithms for adaptive bolus calculation. An actual application of this sort would require several additional considerations, some of which we review here.

First, recall that our experimental design mimics that of prior work applying standard RL algorithms to bolus insulin calculation [30]. An actual deployment of RL to this problem would likely involve a more sophisticated and modern approach. For example, the RL algorithm could treat the target blood glucose as an adaptable parameter of the policy and it could modify the basal rate in conjunction with the bolus dose. Similarly, a more sophisticated policy class (expression for the bolus calculator) would consider insulin on board and estimates of past and anticipated future physical activity [197, 198].

Second, notice that the Seldonian framework is a framework for designing algorithms, not a particular algorithm. As such, there are many possible Seldonian RL algorithms. While the one that we used here provided promising results with our experimental design, a different experimental design might be better paired with a different Seldonian algorithm. For example, if a more sophisticated policy representation is used, e.g., an artificial neural network, then an algorithm like the one in Fig. S15 might be better suited, since it does not assume that there is a small set of possible policies to consider.

Furthermore, in an effort to keep our algorithm simple, we considered distributions over

---

For all but two simulated subjects, performance with respect to the chosen definition of the primary return function is not possible without increasing the percent time hypoglycemic, and so solutions are typically not returned in Fig. S38.
deterministic policies that can be viewed as rectangles in $CR$ and $CF$ space, as depicted in Figures S21 and S23. The behavior of the resulting controllers is therefore easily interpretable: each day the $CR$ and $CF$ parameters will be sampled uniformly randomly from the specified range. A more conventional RL approach would be to maintain a single stochastic policy, perhaps using the Fourier basis [199] and softmax action selection [47], rather than a distribution over deterministic policies. This would provide a more expressive policy class and would result in a more conventional RL formulation that allows for the use of more advanced off-policy evaluation techniques than the basic importance sampling estimator that we used [149, 195]. However, the solution output by the RL algorithm using this approach would be far less interpretable—a large vector of real-valued numbers. Hence, practitioners must decide between the interpretability of the approach that we have taken and the possibly improved performance of a more conventional (yet still Seldonian) RL approach.

Next, recall that in Eq. S38 we adopted the primary objective function used in prior work [30]. This objective function penalizes deviations of blood glucose from the target blood glucose level, with a non-linear relationship between blood glucose deviation and the resulting penalty. The precise shape of this objective function defines optimal behavior, and therefore has a significant impact on the policies that are returned. Alternatives might vary the rate at which the penalty grows, or might provide no penalty as long as blood glucose is within some range of the target blood glucose.

Like the choice of the primary objective function, practitioners must decide what definition of undesirable behavior is appropriate for this application. Should the algorithm guarantee that the mean time hypoglycemic is not increased? Should the mean time hypoglycemic be weighted by the severity of the hypoglycemia as in what we called the prevalence of low blood glucose? Should slight increases in the mean time mildly hypoglycemic be allowed if there is a significant decrease in time hyperglycemic? If so, how should the terms “slight”, “mildly”, and “significant” be quantified? While Seldonian algorithms provide the user with an interface to define undesirable behavior, it is still up to the practitioner to make these decisions about what constitutes undesirable behavior for their application.

Finally, a clinical application should likely be preceded by further simulation studies that more closely model the clinical application. These simulations should use the policy class, Seldonian algorithm, primary objective function, and definitions of undesirable behavior chosen for the clinical application. Furthermore, these simulations might include additional details not included in our study. For example, the simulation might incorporate physical activity, which can have a significant impact on blood glucose levels in a person with type 1 diabetes [200], or could incorporate more accurate simulations of the delay between when insulin is injected and when the insulin pump measures a change in blood glucose. These additional simulations would provide insight into how the chosen Seldonian algorithm could be expected to perform in the intended clinical application.

The complete enumeration of how each possible change to the experimental design can be expected to influence the performance of a Seldonian RL algorithm is closely tied to the particular algorithm that is chosen, and is beyond the scope of this work. For further information regarding when RL algorithms are and are not effective, we refer the reader to texts on RL [47, 193]. For further information regarding when Seldonian RL algorithms are and are not effective, we refer the reader to work regarding challenges with (high-confidence) off-policy evaluation—the component of our Seldonian RL algorithms that is most sensitive
to the experimental design [136, 201, 202, 203].

6 Other Seldonian Algorithms

There has been growing interest in ensuring that machine learning algorithms are safe to use [8, 7, 64]. Given the practical nature of the guarantees provided by Seldonian algorithms, it would be surprising if there were not already some algorithms that can be viewed as (quasi-)Seldonian algorithms for specific Seldonian optimization problems. Here we discuss some existing (quasi-)Seldonian algorithms and the problems that they solve. However, to the best of our knowledge, the framework of Seldonian optimization problems has not been proposed as a general problem formulation for machine learning, nor has its benefits been thoroughly discussed previously.

One example of both Seldonian and quasi-Seldonian algorithms is our prior work to create reinforcement learning algorithms for digital marketing applications [136, 26, 137]. These algorithms observe a vector of features describing the information that is known about a person visiting a webpage, and they decide which advertisement, or which type of advertisement, to display on the webpage. The deployment of a policy that is worse than existing policies would result in fewer clicks on the advertisements. This in turn could be costly both in terms of lost advertisement revenue and lost customers for a digital marketing product.

In the context of digital marketing, we proposed Seldonian and quasi-Seldonian batch reinforcement learning algorithms that guarantee that with probability at least $1 - \delta$, their performance (in terms of the expected return of the MDP) will be at least some constant, $\rho$, where the user of the algorithm is free to select $\delta$ and $\rho$. Although this prior work was a steppingstone towards this work, it lacked several important features. First, we did not allow for any other behavioral constraints; the only constraint we considered was to ensure that the expected return was increased with high probability. Second, we only considered the reinforcement learning setting; we did not observe that behavioral constraints could be important for other branches of machine learning.

Others have considered the problem of guaranteeing policy improvement with high confidence [204, 28], sometimes in the context of determining how the complexity of (approximately) solving MDPs grows with different MDP parameters, such as the number of possible states [205]. Also considered by others is how to construct confidence intervals around performance estimates on the basis of counterfactual reasoning [206]. This approach is similar to, and precedes, our own prior work [136]. As in our earlier work, these examples address only one special case of SOPs, specifically, SOPs that model reinforcement learning (or bandit) problems and contain the single behavioral constraint that performance (in terms of the standard objective function) should be increased with high probability. This single behavioral constraint is common and not unique to reinforcement learning. The problem of bounding the generalization error of a supervised learning algorithm has been extensively studied [88].

Another example of a (quasi-)Seldonian algorithm is the algorithm presented by Berkenkamp et al. [207], which was developed in parallel with, and independently of, our present approach. Berkenkamp et al. [207] propose a special case of the Seldonian optimization problem framework in which the goal is to tune the hyperparameters of a control algorithm to ensure that,
with high probability, the controller will avoid unsafe regions of state space. These authors propose a quasi-Seldonian algorithm that uses Gaussian processes to approximate both the objective function and behavioral constraint functions, and which then acts conservatively with respect to the confidence bounds produced by the Gaussian process. This example is another instance supporting the utility and practicality of the Seldonian optimization problem formulation, though Berkenkamp et al. [207] do not discuss how their problem framework can be generalized to other applications.

Yet another example of Seldonian algorithms are data-driven robust optimization algorithms [208, 29, 209, 210]. Whereas we present desired properties of a safe algorithm and allow the designer of an ML algorithm freedom with respect to how to satisfy these properties, the data-driven robust optimization framework presents one particular way that these properties could be enforced. So far these algorithms have been restricted to convex constraints and assume that the primary objective has a particular structural form, making them unsuitable for the example applications presented in this work. Furthermore, none of the Seldonian algorithms that we have presented take the particular approach prescribed by the data-driven robust optimization framework. However, data-driven robust optimization algorithms provide powerful and particularly computationally efficient Seldonian algorithms for problems that satisfy the assumptions of these approaches, and an interesting area of future work is to extend such approaches towards weaker assumptions on the problem setting.

In addition, one might view many algorithms as solutions to specific Seldonian optimization problems. For example, many of the state-avoidant algorithms we discussed when describing hard constraints, e.g., the algorithms proposed by Akametalu et al. [63], ensure that with high probability they will not allow a system to enter a pre-specified undesirable state. These algorithms can therefore be viewed as (quasi-)Seldonian algorithms for an SOP that includes the behavioral constraint that, with high probability, the agent will never enter an undesirable state (which requires that at least some prior knowledge about the system dynamics is available). In fact, it is fair to say that since the Seldonian optimization framework subsumes the standard machine learning optimization framework, most existing machine learning algorithms can be viewed as instances of (quasi-)Seldonian algorithms.

7 Future Work

We have presented a framework for designing well-behaved machine learning algorithms, called Seldonian algorithms. These Seldonian algorithms provide their users with an interface for defining undesirable behavior in a way that is appropriate for the task at hand, e.g., unsafe behavior, unfair behavior, or unprofitable behavior, and also allow the user to specify $\delta$, the maximum admissible probability of this undesirable behavior. A Seldonian algorithm then guarantees that the probability that it will return a solution that produces undesirable behavior is at most $\delta$. This shifts much of the difficulty of ensuring that a machine learning algorithm is well-behaved from the user of the machine learning algorithm to the designer of the machine learning algorithm, thereby making it easier for the user of a machine learning algorithm to control its behavior.

The purpose of this paper is to introduce the Seldonian framework, provide motivation for their adoption, and present examples showing that the design of practical Seldonian algorithms is tractable. Critically, while the Seldonian algorithms that we have presented
achieve impressive results, they remain simple algorithms that could be improved in many ways. In this section we discuss possible directions of future work, including both algorithmic improvements and possible extensions of our framework.

7.1 Algorithmic Improvements

When designing our example Seldonian algorithms, we encountered many new research questions that might be studied by machine learning researchers. Principled answers to these questions would result in algorithms that return solutions other than NSF given less data, algorithms that better optimize the primary objective function while satisfying the behavioral constraints, faster run times, and improved interfaces for defining undesirable behavior.

For the algorithm in Fig. S15 these open questions include: 1) can the split of $D$ into $D_1$ and $D_2$ be phrased as an optimal stopping problem wherein points are incrementally moved from $D_2$ to $D_1$? 2) Is the doubling of the confidence interval during the computation of $\theta_c$ (notice that we double the confidence interval from Student’s $t$-test) sufficient to ensure that, if there exists a solution $\theta$ such that $g(\theta) \leq -\epsilon$ for some small positive constant $\epsilon$, then in the limit as the number of points in $D$ goes to infinity, the probability that the algorithm returns NSF goes to zero? 3) Is the decision to select and test a single candidate solution optimal, or is it better in practice to select and test multiple candidate solutions, perhaps using techniques like the reusable holdout [211]? 4) Can concentration inequalities that are robust to covariate shift [212] provide guarantees when the distribution of data in the future may differ slightly from the distribution from which the training data was sampled? 5) Do there exist optimization algorithms that are particularly well-suited to approximating a solution to the constrained global maximization problem that defines $\theta_c$?

Beyond the algorithm in Fig. S15, open questions include: 1) how can the interface for defining undesirable behaviors be extended to enable users with less experience with machine learning and computers? For example, can the interface be extended to allow undesirable behavior to be defined using natural language? 2) When is the approach used in our regression and classification algorithms, where one solution is selected and then tested, superior to the approach used in our reinforcement learning algorithm, where all solutions are tested, and then one of the passing solutions selected? 3) In our Seldonian classification algorithm, where confidence intervals on base variables are propagated through an analytic expression to obtain confidence intervals on $g(\theta)$, can the decisions about when to use one or two-sided confidence intervals on the base variables be optimized using some of the available data? 4) How can a Seldonian algorithm produce both human-interpretable solutions and a human-interpretable presentation of the evidence that the returned solution is safe? 5) How can a Seldonian algorithm explain to the user why it returned NSF, e.g., do constraints appear to be conflicting, or is there just not enough data?

7.2 Framework Extensions

There are many possible extensions of our framework. For example, it might be extended to replace the single primary objective with multiple primary objectives, resulting in a multi-objective variant, it might be modified to use a Bayesian approach, or it might be extended to use verification techniques [213].
One extension stands out: the extension to the online (sequential) setting, wherein additional data becomes available over time, and the machine learning algorithm is tasked with improving the solution that it returns as more data becomes available. Simply applying a batch Seldonian algorithm (the type we have presented in this paper) multiple times ensures that the probability of a solution that produces undesirable behavior is at most $\delta$ each time the algorithm is run. Hence, if the algorithm is run $k$ times, the probability that it returns a solution that produces undesirable behavior will be at most $\min\{1, k\delta\}$. An alternative extension to the sequential setting would require the probability of a solution being deployed that produces undesirable behavior to be at most $\delta$, even if the algorithm is run $k$ times, perhaps even when $k \to \infty$. The design of a sequential Seldonian algorithm of this sort may be feasible using confidence sequences [214]. Such an extension would also raise new algorithmic questions like, if a sequential Seldonian algorithm resembles our regression and classification algorithms, how should the data within $D_1$ and $D_2$ be reused across multiple runs of the algorithm?

Appendix A: Derivation of Minimum MSE Estimator for Illustrative Example

In this appendix we show that the minimum MSE estimator of $Y$ given $X$ in our illustrative example is $\frac{2}{3}X$. Here we do not limit our search of estimators to linear functions—$\frac{2}{3}X$ has the lowest MSE of all possible estimators that use $X$ (and only $X$) to predict $Y$. To show this result, we derive an expression for the minimum MSE estimate of $Y$ given that $X = x$.

We begin by writing an expression for the MSE of any estimate, $\hat{y} \in \mathbb{R}$, given that $X = x$.

$$\text{MSE}(\hat{y}) := \int_{-\infty}^{\infty} \Pr(Y = y|X = x)(\hat{y} - y)^2 dy,$$  \hfill (S42)

where, in this section of the appendix only, we abuse notation and write $\Pr$ to denote probability densities rather than probabilities. To find the value of $\hat{y}$ that minimizes MSE we find the critical points of MSE:

$$0 = \frac{\partial}{\partial \hat{y}} \text{MSE}(\hat{y})$$  \hfill (S43)

$$= \frac{\partial}{\partial \hat{y}} \int_{-\infty}^{\infty} \Pr(Y = y|X = x)(\hat{y} - y)^2 dy$$  \hfill (S44)

$$= 2 \int_{-\infty}^{\infty} \Pr(Y = y|X = x)(\hat{y} - y) dy.$$  \hfill (S45)

By Bayes theorem and marginalizing over $T$, we have that:

$$\Pr(Y = y|X = x) = \Pr(X = x|Y = y) \frac{\Pr(Y = y)}{\Pr(X = x)}$$  \hfill (S46)

$$= \frac{\Pr(X = x|Y = y) \sum_{t=0}^{1} \Pr(T = t) \Pr(Y = y|T = t)}{\Pr(X = x)}.$$  \hfill (S47)
Thus, continuing from Eq. S45 we have that:

\[ 0 = 2 \int_{-\infty}^{\infty} \frac{\Pr(X = x|Y = y)}{\Pr(X = x)} \sum_{t=0}^{1} \Pr(T = t) \Pr(Y = y|T = t) (\hat{y} - y) \, dy \]  

(S48)

\[ = \frac{2}{\Pr(X = x)} \int_{-\infty}^{\infty} \frac{1}{2\pi} e^{-\frac{(x-y)^2}{2}} \left( \frac{0.5}{\Pr(T=0)} \frac{1}{2\pi} e^{-\frac{(y-1)^2}{2}} + \frac{0.5}{\Pr(T=1)} \frac{1}{2\pi} e^{-\frac{(y+1)^2}{2}} \right) (\hat{y} - y) \, dy \]  

(S49)

\[ = \frac{1}{4\pi^2 \Pr(X = x)} \int_{-\infty}^{\infty} e^{-\frac{2(x-y)^2+y^2}{4}} (\hat{y} - y) \, dy. \]  

(S50)

Thus,

\[ \left( \int_{-\infty}^{\infty} e^{-\frac{2(x-y)^2+y^2}{4}} \, dy \right) \hat{y} = \int_{-\infty}^{\infty} e^{-\frac{2(x-y)^2+y^2}{4}} y \, dy \]  

(S51)

\[ \left( 2\sqrt{\frac{\pi}{3}} e^{-\frac{x^2}{\pi}} \right) \hat{y} = \left( \frac{4}{3} \sqrt{\frac{\pi}{3}} e^{-\frac{x^2}{\pi}} \right) x \]  

(S52)

\[ \hat{y} = \frac{2}{3} x. \]  

(S53)

It is straightforward to verify that this unique critical point is a global minimum of \( \text{MSE}(\hat{y}) \) (as opposed to a saddle point or maximum).
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